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ABSTRACT

As software engineering is a socio-technical research field, there is a myriad of

research strategies and data sources that researchers need to consider when designing

their studies. These choices determine different tradeoffs in terms of generalizability,

realism, and control, among other aspects of research quality. It is not possible to

create a perfect study, so these strengths and weaknesses are acceptable at the study

level; however, when a research community’s collective body of work suffers from an

imbalance in these tradeoffs it can negatively impact overall research quality.

Through this thesis, I investigate the research strategies and data sources that are

used by the software engineering research community, and reflect on how this may

affect aspects of research quality in our collective body of work. I apply Runkel and

McGrath’s models of research strategies and data sources to the software engineering

domain through a systematic mapping study of three years of International Confer-

ence on Software Engineering (ICSE) proceedings and a mixed-methods survey of the

authors of these papers.

I found that a majority of papers report computational studies relying on trace

measures rather than active human participation, showing an imbalance where gen-

eralizability and realism are prioritized over control. Through my survey, I confirmed

that researcher participants explicitly prioritized realism and generalizability over

control, impacting their research design choices. This imbalance in prioritization has

the potential to lead to a collective failure to control for extraneous factors in the

measurement of human behavior in software development, and without understand-

ing what causes the behaviors we measure, we cannot fully understand why certain

approaches and techniques work better than others, thus slowing our ability to ad-

vance as a research domain. Therefore, I present a call to action for the community

to critically examine and discuss the issues raised by this research, and implement

changes to increase the quality and diversity of our future work as a community.
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Chapter 1

Introduction

Software engineering research centers around understanding how to improve soft-

ware development, where software developers and other technical and non-technical

stakeholders interact with each other and with technological systems to create and

maintain software. This means that software engineering is a sociotechnical field,

where researchers have to account for both social and technical aspects of software

development in their work. Understanding complex sociotechnical contexts requires

the use of a wide variety of research methods and positions software engineering in

the interdisciplinary fields of engineering, computer science, mathematics, sociology,

and psychology.

As a result, software engineering inherits different philosophical views, approaches,

and research methods from a variety of fields: (1) quantification and the measure-

ment of systems are inherited from engineering; (2) algorithms, theories, and proofs

are inherited from computer science and mathematics; and, (3) empirical methods

of inquiry, inference, and interpretation are inherited from sociology and psychology.

This raises a timely and important introspective question: How does software engi-

neering research, at a community level, use methods that capture the social aspects of

the sociotechnical endeavor that is software development?

The best way to select appropriate research methods for a study is a recurring

topic of debate, with researchers publishing conflicting works about the benefits and

drawbacks of various choices in a research design. Books and articles that aim to pro-

vide guidance to others discuss various research methods, methodologies, strategies,

and data collection methods without a common taxonomy, and often use terms at dif-

ferent levels of abstraction. This further complicates our ability to communicate our

work effectively in our publications as well as evaluate the rigor of studies when acting



2

as reviewers. Despite the confusion that may be caused by a lack of common termi-

nology, it is an important issue to address, and the choice of methodology matters

because it greatly impacts a study’s advantages and its limitations. McGrath argued

that to “understand empirical evidence, its meaning, and its limitations, requires that

you understand the concepts and techniques on which that evidence is based.” [27]

Earlier work [39, 42, 51, 32] has taken an introspective look into how SE research

is conducted to provide guidelines, calls to action, and promote healthy, collective

reflection within the research community. In the same vein, we aim to understand

and provide an outlook on how the software engineering research community currently

approaches studying the social aspects of software engineering. We emphasize that

we do not aim to make any claims about the goals of individual researchers and how

the methods used serve those goals, but rather the implications of our method choices

at a community level on our ability to address and understand the social aspects of

software development.

To reach this goal, we conducted a meta-study examining the research strategies

and data sources reported in studies published within the International Conference

on Software Engineering (ICSE) community. We chose to use Runkel and McGrath’s

models [33] of research strategies and data sources, originally developed to guide re-

search on human behavior in psychology and sociology, as a lens to understand how

research produced by the software engineering research community captures the social

perspective of software development. McGrath [27] saw research methods as “bounded

opportunities”—choosing a specific method provides opportunities not available with

other methods, but also introduces inherent limitations. Their model emphasized

that research strategy choice involves trade-offs in generalizability, realism, and con-

trol. We are also inspired by how they classify data sources according to human

participant involvement in the research process, as this classification lens identifies

further advantages and disadvantages that come from the involvement of humans (or

lack thereof) in our research, regardless of research strategy.

1.1 Motivation

I was motivated to conduct this research out of a desire to inspire a change in the re-

search community. Some topics in software engineering are sociotechnical endeavors,

so it is important when researching these topics to consider both social and technical

aspects of software development before making claims about generalizability, realism,
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or control. As I began to read the research papers published in prominent software

engineering venues, I began to observe that the overwhelming majority of papers had

the same general structure. They started by indicating a problem faced by developers,

presenting a tool or technique they created to solve the problem, and describing how

they evaluated the performance of the tool by applying it to a software artifact, like

a series of repositories or a dataset of some type of bug. These papers left me asking

the same question: did the tool actually solve the problem? Without implementing

and evaluating the tool in a real development context, it was unclear whether the

tool actually helped the developers whose problems motivated the researchers. Only

a handful of papers involved active human participation in the creation or evaluation

of their tools, and those papers seemed so much more impactful to me because they

showed the benefits and limitations of the tools when used by real developers.

My observations left me with a number of questions that I wanted to answer: How

often do we actively engage humans in software engineering research? Does including

humans in software engineering research improve some aspect of research quality? If

my observations reflect reality, that we do not often include humans in our research

despite the potential to positively impact the quality of our work, why does this

occur? Can anything be done to solve these problems to improve the quality of our

collective body of work?

These questions prompted me to investigate the software engineering research

community, the studies we publish, and why we make these choices in order to identify

issues and present a call to action. My work is motivated by the desire to give the

community the tools and information necessary to start a conversation about human

participation in software engineering research and change how we think about research

quality.

1.2 Research Questions

To investigate these issues, I apply Runkel and McGrath’s models to the International

Conference on Software Engineering (ICSE) as a sub-community of the overall soft-

ware engineering research domain. I use two empirical studies, a systematic mapping

study and a survey, to answer the following research questions:

RQ1: What research strategies and data sources are described in research published

at ICSE?
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RQ2: Why do authors choose the research strategies and data sources they describe

in their papers?

RQ3: What is the “balance” between generalizability, control, and realism in research

published at ICSE?

1.3 Contributions

This thesis makes three major contributions to the software engineering research

community.

Adaptations of Runkel and McGrath’s models for the software engi-

neering domain.

In this thesis, I describe how I adapt Runkel and McGrath’s models of research

strategies and data sources to the software engineering domain. This provides a

taxonomy for discussing and describing research at the strategy level and a way of

separating our sources of data based on the level of human involvement in their cre-

ation. These models can be used to design a series of studies that use complementary

research strategies and data sources to triangulate findings more effectively and max-

imize generalizability, realism, and control. The models can also be used similarly to

our work by applying them as a lens to understand the collective research output of

a sociotechnical research domain or subcommunity within the software engineering

domain.

A snapshot of research strategy and data source choices in the software

engineering research community.

In the thesis, I describe two empirical studies, a systematic mapping study and a

survey, whose combined findings show the current state of the software engineering

research community from a sociotechnical perspective. By classifying ICSE papers

based on our adaptations of Runkel and McGrath’s models I show the distribution of

various research strategies and data source types and show how this may impact the

levels of generalizability, realism, and control in our collective body of work. I also

suggest possible reasons for this distribution through qualitative analysis of survey

responses, where authors elaborated on why they chose the research strategies and

data sources reported in their papers.
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A reflection on our perceptions and biases towards generalizability, re-

alism, and control in software engineering.

Finally, I reflect on a number of issues raised by the empirical studies. I discuss a

number of potentially problematic situations that we discovered through our analysis,

and how I believe they may affect the choices we make in our research and the levels

of generalizability, realism, and control in our collective body of work. I then call for

the community to reflect on these issues, our shared interests and goals for the future

of software engineering, and how we must proceed to create increasingly rigorous and

impactful research that addresses these issues.

1.4 Thesis Outline

This thesis is divided into a number of chapters. In Chapter 2, I explain my back-

ground as a researcher to give context to the decisions I made throughout the research

process and the different ways in which my views may have influenced my findings. I

outline my overarching research process, as this thesis discusses one of two separate

investigations that were conducted concurrently that may have influenced each other.

I also discuss how research efforts were divided between collaborators, as this research

was a team effort.

In Chapter 3, I explain the origins and history of software engineering research,

which provides context for understanding the research methods used by the software

engineering community. Then, I discuss the related work that has both informed and

motivated the research outlined in this thesis, as well as the seminal works that form

our state of the art in understanding how to conduct rigorous studies in software

engineering. Finally, I briefly introduce the source of the research lens that forms the

theoretical underpinning of this work, as well as one previous application of this lens

to software engineering and the limitations of this work.

In Chapter 4 I explain the research lens we developed as part of our research

contribution and for use in the systematic mapping study and survey. This is followed

by Chapter 5 where I describe the methodology for this research. This chapter is

broken down into a number of subsections: a systematic mapping study, survey design,

survey dissemination and data collection, combined analysis, and a member checking

phase.

In Chapter 6 I outline the findings of the studies, and discuss possible explanations

for the results that are grounded in the data. We show the relevance of these findings
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in Chapter 7 where I discuss the implications of this work, including recommendations

and open questions for discussion for the software engineering research community.

I address the limitations of this research in Chapter 8. Finally, I summarize the

research as a whole, identify areas for future work, and conclude the thesis in Chapter

9.
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Chapter 2

My Research Background and

Worldview

A researcher’s background influences their perceptions and decision-making processes,

and thus it can potentially create biases within their work. In this section, I detail

my epistemological stance, experiences, and worldview, which helped to shape my

perceptions prior to the start of my research. As this research was conducted in

tandem with a related study, I also describe how the other study motivated and may

have influenced this research. Finally, as this research was conducted as part of a

team, I discuss the individual roles of each team member and how the team dynamic

limited the potential for researcher bias.

2.1 My Research Stance

In order to understand my research decisions and actions described in this thesis, it

is first important to understand my worldview and experiences as a researcher. This

includes my opinions regarding what constitutes knowledge and how knowledge is

constructed, and how my life experiences have shaped me as a person and affected

my perceptions of others and of the topic that I am studying.

2.1.1 My Experience and Worldview

My undergraduate degree is in computer engineering, so I had little exposure to social

research or philosophical discussions about knowledge. I was firmly postpositivist

until I started research at the University of Victoria. Post-positivism is the belief
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that “knowledge is conjectural (and anti-foundational) - absolute truth can never be

found. Thus, evidence established in research is always imperfect and fallible” and

“causes probably determine effects or outcomes” [11]. Post-positivists tend to study

humans by “[reducing ideas] into a small, discrete set of ideas to test, such as the

variables that constitute hypotheses and research questions”, and heavily rely on the

use of numbers and statistical analyses [11]. Post-positivism forms the traditional

epistemological underpinning of modern physical sciences and engineering.

At that point, having interest in human-computer interaction research topics, I

took a course on qualitative research taught by one of our colleagues in the Educa-

tional Psychology and Leadership Department. I was introduced to the concepts of

epistemology, ontology, and axiology, and how philosophical underpinnings can affect

research. The course exposed me to a number of examples of studies from sociology,

psychology, social work, education, and other disciplines. I saw the valuable insights

that these researchers were able to produce by investigating social issues in a very

holistic and constructivist manner, and I gained an appreciation for this type of work

in human behavioral research.

Social constructivism is the belief that “individuals seek understanding of the

world in which they live” because knowledge and truth are socially constructed. For

studies conducted this way, “the goal of research [...] is to rely as much as possible

on the participants’ views of the situation being studied” in order to “look for the

complexity of views rather than [narrow] meanings into a few categories or ideas” [11].

Constructivism is common in social science disciplines such as sociology. As I began

to appreciate the benefits of a constructivist approach to social science research, my

views on knowledge began to shift from post-positivistic to pragmatic. Pragmatism

is the belief that “knowledge claims arise out of actions, situations, and consequences

rather than antecedent conditions” [11], where the nature of the problem dictates the

research approach that should be used. As I was originally educated from a post-

positivist perspective, I can identify with researchers who conduct purely positivistic

work and I understand how they might perceive more constructivist research.

2.1.2 My Position on Knowledge

My position on knowledge most closely resembles pragmatism. Pragmatism has vary-

ing definitions depending on the source, so I will discuss pragmatism according to

descriptions of different views on knowledge from Creswell’s work[10]. He describes a
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number of knowledge claims associated with four overarching theoretical standpoints,

including postpositivism, constructivism, advocacy research, and pragmatism. The

part of pragmatism that I particularly identify with is the first claim made by Creswell,

that “Pragmatism is not committed to any one system of philosophy and reality”[10].

In general, pragmatists are concerned with problems and select the research methods

that are the most appropriate for their research questions, including mixed method

approaches. I identify with this assertion about pragmatists, but with social research I

am constructivist-leaning. This means that I am more likely to select a holistic, qual-

itative approach that considers contextual factors to answer a question about human

behaviour rather than statistical approaches. This is important because my research

questions surround a complex social situation, and this influenced how I seek a deep

understanding of the social and historical context surrounding social research in the

software engineering research community as part of my research. As a consequence

of my stance, I do not highly value statistical information as part of a qualitative

study. I believe that it may often be misleading, as it strips away contextual factors,

so I intentionally refrain from including numerical data when I describe qualitative

findings in this thesis.

2.2 Research Process

As part of my degree, I completed two separate studies that were conducted in tandem

to investigate the same topic, so it is important to discuss how progress within each

study affected decisions and perceptions within the other. While my interview study

is not discussed as a part of this thesis because it is based on different goals, elements

of its progression affected and helped motivate this work.

This body of work was originally motivated by an investigation into how published

work in software engineering refers to qualitative research methods, which suggested

that qualitative research methods were useful in software engineering because they

were able to explore complex social phenomenon more effectively than quantitative

methods. This investigation also showed that there were various challenges associated

with doing qualitative work that resulted in very few researchers utilizing these meth-

ods. I used primarily older research papers to inform my findings, which limited my

understanding of the problem because it was unclear whether these issues persisted.

Therefore, I designed an interview study to investigate the current experience of a

qualitative researcher in software engineering to see whether or not these barriers ex-
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ist, following an action research for societal change methodology aimed at identifying

barriers to producing qualitative research and proposing solutions for the software

engineering research community to make qualitative research more prominent.

The initial phases of this interview study indicated that when software engineering

researchers want to publish their qualitative papers they tend to target ICSE. This,

combined with an interest in updating older statistics about the publication rates of

qualitative papers [39], led me to begin investigating the publication rates of qualita-

tive papers at ICSE. The interview study also indicated that my participants conduct

much more than just qualitative work and that they also conduct a wide variety of

quantitative and mixed methods studies in their work that tended to involve humans.

This motivated me to also investigate the level of human involvement in the studies

published at ICSE.

My first step in investigating ICSE proceedings was to conduct a preliminary

classification of two years of proceedings, categorizing research papers by type of

methodology (qualitative, mixed methods, or quantitative) and the level of human

involvement (no human involvement, humans as informants, humans as evaluators).

The findings from this analysis showed a low amount of qualitative or mixed methods

papers, that the majority of papers did not involve human participants, and that this

involvement was usually as a tool for evaluation of an approach rather than to learn

about some aspect of human perception or behaviour. At this point, we felt that this

analysis was not telling the full story, and so we sought out another way to understand

this problem. My advisor, Dr. Storey, suggested analyzing ICSE proceedings through

a sociotechnical lens using McGrath’s 1995 paper on various social science research

methods and strategies[27]. After this point, while we continued to conduct analysis

on the interviews, the work with ICSE proceedings became the primary focus of my

research. During the design, data collection, and analysis phases of this work I was still

working on the interview study, and my ideas and findings from the interviews may

have influenced my perceptions in this work through researcher bias. We mitigated

this potential researcher bias through the use of a highly collaborative research team

environment, discussed next.

2.3 The Research Team

This work was conducted as a team effort, and this team dynamic affected the choices

that were made during the research process. The research team was made up of four
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members, and each played a different role in the research process. These members,

and their roles, were:

• Courtney Bornholdt - Principal researcher, master’s student. I conducted

the majority of the research tasks throughout all phases of the project, from

preliminary design to reporting. For all research decisions, I proposed my ideas

to the rest of the research team for discussion before acting on them and changed

plans where necessary to reflect the judgment of the team as a whole.

• Alexey Zagalsky - PhD student. He acted as the main consulting researcher

throughout all phases of the project. He did not conduct many research tasks

himself but was involved in every decision that was made throughout the course

of the research. He was particularly involved in the adaptation of the research

lens and the survey design and analysis phases of the research.

• Eirini Kalliamvakou - Post-doctoral researcher. She became involved in the

project in the latter stages of the research. After the systematic mapping study

had already been conducted and she had participated in our first round of pilot

study for the survey, she became involved in the survey design and remained

involved in the research from that point forward. She conducted some member-

checking tasks for the research, but primarily acted as a consulting researcher

and helped me to make appropriate decisions about the survey and its analysis

and reporting.

• Margaret-Anne Storey - Master’s supervisor, Professor. She was involved

in all phases of the research project as my supervisor and acted as a consulting

researcher who helped to make rigorous decisions during the research process,

as well as to help direct the research project in a way that would generate

meaningful insights and have an impact on the software engineering research

community.

This collaborative environment helped to ensure that all of the decisions made

throughout the research process were carefully considered and discussed before tak-

ing action to mitigate sources of individual researcher bias. However, for pragmatic

reasons, it was not possible to involve the other research team members in more

research tasks, which would have further limited possible researcher bias on the work.
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Chapter 3

Background

A foundational part of this research is a framework from social science, Runkel and

McGrath’s models of data sources and research strategies [33]. In the following sec-

tions, I motivate why their approach to classifying and understanding research from

a social perspective is highly relevant to the field of software engineering.

3.1 Why is it important to study social factors in

software engineering?

Software development is a highly complex and technical process, and developers utilize

a number of different technologies to design, develop, deploy, and maintain software.

There is no question that technical research in software engineering has helped to

advance the state of the art in software development through the creation of newer and

better tools, techniques, algorithms, and approaches. However, there are a number of

reasons why it is important for the software engineering research community to study

the social factors that affect software development.

3.1.1 Social factors have always impacted software develop-

ment

Software engineering emerged as a sub-discipline of both computer science and en-

gineering in the 1950’s and 60’s; research disciplines that typically do not address

the complexities of human behavior and focus on technical, logical, and mathemat-

ical problems. The first conference on software engineering was held in 1968 and
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attended by over 50 people who discussed various issues surrounding the design, pro-

duction, distribution, and maintenance of software [28]. While most of the discussions

were highly technical, even the first conference discussed social factors that influence

software development. The report on this conference outlined discussions of “the dif-

ficulties of meeting schedules and specifications on large software projects”, and “the

education of software (or data systems) engineers”, showing that even in the early

years of software engineering, experts agreed that we need to address social as well

as technical factors in order to improve the process of software development.

Despite the fact that software engineering emerged as a sub-discipline of two highly

technical research domains, a number of pioneering researchers produced ground-

breaking work to address human and social factors of software development in the

early days of software engineering.

In 1971, Gerald Weinberg published his book The Psychology of Computer Pro-

gramming [56], which is one of the first books that discussed programming in terms

of developers. Weinberg drew attention to programmers’ “intelligence, skill, team-

work, and problem-solving power”. Fred Brooks published the highly influential book

The Mythical Man-Month in 1975 [6]. Rather than presenting a series of studies,

Brooks drew attention to the importance of management practices in complex soft-

ware projects by drawing on his own experiences and software engineering knowledge.

Ben Shneiderman published his book, Software Psychology: Human Factors in Com-

puter and Information Systems [40] in 1980, drawing attention to the impact of dif-

ferent human factors on software development. Tom DeMarco and Timothy Lister’s

1987 work Peopleware: Productive Projects and Teams argued that the major issues

in software development are social factors, and they drew on personal experiences and

examples to demonstrate the impact that a good (or bad) social context can have for

a software development project.

While these are only a few of the many examples of early social research in software

engineering, they are highly cited within the research community. This demonstrates

not only that they had a significant impact on the software engineering community,

but that researchers have been working to understand the social factors of software

development since the early years of software engineering as a research domain.
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3.1.2 Software development is a sociotechnical system

One reason it is so important to address social factors is that software engineering

involves the study of a number of sociotechnical systems. Whitworth described

a sociotechnical system as a “social system built upon a technical base” [57]. He

described four levels that make up a sociotechnical system, pictured in Figure 3.1.

In this model, each additional layer encompasses the previous level to create a new

system. The first level of a sociotechnical system is hardware, which makes up our

computer systems and physical infrastructure. This interacts with the second level,

software, to make complete technological systems. At the next level, the human-

computer interaction level, individual humans interact with these software systems,

adding complexity through the need to study human behavior in interactions with

technology. Finally, we reach the sociotechnical level, where humans interact with

each other in these technical contexts.

Figure 3.1: The sociotechnical model [57].

Software development is an example of a sociotechnical system. Software tools

and programs run on our hardware. Developers create, maintain, deploy, and inter-

act with software. Finally, developers engage in social activities in the larger social

contexts of development teams, departments, companies, and organizations. At each

level of the sociotechnical model, there are advances that we can make as software

engineering researchers to help to advance and improve the process of software devel-

opment. At the hardware level, we can create more efficient computers or hardware
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configurations that enable software to run more quickly (though this is primarily the

concern of computer and electrical engineers). At the software level, we can create

new tools and software programs that help to improve a software development task,

such as automated bug detection techniques. At the human-computer interaction

level, we can study how developers interact with the technologies at their disposal to

develop theories and approaches for software development at the developer level, in-

forming better educational and training practices. At the sociotechnical level, we can

study teams and organizations to understand the social factors that influence soft-

ware development. This allows us to develop theories and approaches that can help

organizations and practitioners to improve the social processes that may be adversely

affecting them.

It is important to study sociotechnical systems at all levels; the most limiting

factor to the efficiency of a software project could be an inefficient software tool just as

easily as it could be a social context that isn’t conducive to developer productivity. We

can continue to make improvements through the continuous advancement of technical

systems, but addressing a poor social practice could make significantly more of an

impact in some organizations than improvements in the efficiency of their tools.

3.1.3 Empirical research can provide us with valuable in-

sights

Research conducted using empirical methods “consists of gathering information on

the basis of systematic observation and experiment, rather than deductive logic or

mathematics” [45]. This approach to research originated in the medical community,

but empirical methods have a number of benefits for software engineering [20] as they

provide insights that help us move forward as a community. Basili, in his reflection on

human experimentation in software engineering, pointed out that we need empirical

methods in order to build foundational knowledge in software engineering. He ex-

plained that “we need research that helps establish a scientific and engineering basis

for the software engineering field,” [3] that it was necessary to study humans and

social contexts in software development in order to develop this knowledge. He said

that “the goal is to develop the conceptual scientific foundations of software engineer-

ing upon which future researchers can build” [3]. He also pointed out the benefits

of using human experiments in software engineering to help build this foundational

knowledge, as it helps us to understand causal factors of human behavior in software
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development [4]. Experiments aren’t the only type of empirical research that can help

us to understand human behavior; Sharp, Dittrich, and de Souza [37] call for more

ethnographic studies in software engineering, pointing to their potential to show what

developers do in practice as well as why they do it that way.

Research conducted using empirical methods also has more potential for indus-

try relevance. Kitchenham [18] called for the use of more case studies and quasi-

experiments in industry, using methods from social science, as they would make our

findings more relevant to practitioners. Empirical methods can also help us to gain

a better understanding of developers, helping us to create better technologies. Sharp

[38] discussed how there are a variety of both quantitative and qualitative research

methods that can be used to study developers, and that the insights that can be gained

from work with human participants are substantial. Sjøberg, Dyb̊a, and Jørgensen

[45] argue that doing more empirical work in software engineering will provide us with

the knowledge needed to develop better technologies for software development.

3.1.4 Summary

The software engineering research community has always seen the value in under-

standing social factors of software development; as a sociotechnical system, software

engineering is affected by human behavior at the developer, team, and organizational

level. Understanding these human aspects of software development is important for

building foundational knowledge causal factors of software development behavior, as

well as for understanding developers and their challenges. Investigating social as-

pects through empirical research methods has a number of benefits for the software

engineering research community; it helps us to understand the causes of developer

behaviors, understand the needs of developers, make our research more relevant and

impactful to industry practitioners, and gives us a foundation on which to develop

better tools and technologies.

3.2 How do we study social factors in software en-

gineering?

Studying social factors in software engineering is important, but it is also important

that we discuss the methods we use to study social phenomena. As McGrath stated,

in order to ”understand empirical evidence, its meaning, and its limitations, requires
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that you understand the concepts and techniques on which that evidence is based.”

[27]. In order to study these complex sociotechnical systems, researchers in software

engineering must employ a wide variety of techniques from a number of interdisci-

plinary fields. To that end, there are a number of seminal works that provide guidance

on state of the art techniques for empirical research in software engineering.

3.2.1 Social science influence

Software engineering is a relatively new research domain, and thus a number of re-

search methods used in software engineering originated in other research areas. For

research that addresses social factors, we borrow research methods from the social

sciences, such as psychology, nursing, sociology, and education. There are a number

of guidebooks from these domains that we use to investigate social issues.

The books of John W. Creswell [11, 10] are a common reference for software

engineering researchers, as they provide a high-level overview on designing qualitative,

quantitative, and mixed-methods research and the benefits and drawbacks of different

approaches. These references are not specific to software engineering, but are more

generic and apply well to many different social research domains. Mackay and Fayard

provide an excellent resource and framework for understanding triangulation across

disciplines [26], which is common in software engineering as it often overlaps with

domains such as education, human-computer interaction, and information systems.

There are also a number of works available specifically for qualitative research.

For example, O’Reilly and Parker’s 2012 paper [29] provides guidance to help un-

derstand saturation and sample sizes in qualitative work. Grounded theory is a

common qualitative methodology in software engineering; typically, researchers use

either Strauss and Glaser’s grounded theory books [24] or Charmaz’s works [7] to

inform their grounded theory research designs, both originating in the social sciences.

For case study research, Yin’s works from social science are prominent [62].

3.2.2 Making it our own

In our continued maturation as a research community, researchers have also produced

a number of works that provide guidance specifically tailored to conducting software

engineering research. One early example is the book Empirical Methods and Studies

in Software Engineering [9], published in 2003. It includes a number of chapters that

provide community members as well as reflections on empirical research in software
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engineering. For example, it contains a chapter on how to increase the realism of

experiments [46] and an introduction of four major empirical methods: “controlled

experiments, case studies, surveys, and post-mortem analyses” [60].

The most prominent software engineering research book, published in 2007, is the

Guide to Advanced Empirical Software Engineering [41]. This work provides software

engineering researchers with guidelines for a number of different research techniques.

A number of experts contributed chapters to the book based on their skillset. This

book includes guidance a number of specific techniques, including qualitative methods

[35], focus groups [23], personal opinion surveys [21], and data collection techniques

for field studies [43]. It also provides guidance on some more general topics, such as

understanding how to design ethical studies involving humans in software engineering

[54] and a guide for building theories in software engineering [47]. This book also con-

tains a chapter explaining the benefits and drawbacks of different empirical methods

in software engineering to assist in research design choices [12].

Wohlin and Aurum [59] published a paper to help software engineering researchers

design their studies with their decision-making framework.

We have also created our own guidebooks that adapt some social science research

methods to the software engineering domain. Stol, Ralph, and Fitzgerald provide

guidelines for grounded theory specifically in the context of software engineering [51].

Runeson and Høst adapt case study research guidelines to the software engineering

domain [32]. Kitchenham et. al [19] provide guidelines for conducting systematic

literature reviews in software engineering, and Usman et. al. provide guidelines for

the development of software engineering taxonomies [53].

There are also a number of seminal works available that focus around experimen-

tation and evaluations. Both Wohlin et. al. [61] and Ko, Latoza, and Burnett [22]

provide excellent resources for understanding how to conduct software engineering

experiments with human participants. Blackburn et. al. [5], explain how to assess

empirical evaluations in software engineering, providing researchers with guidelines

for understanding how to conduct their evaluations rigorously.

These works all help to provide a wealth of resources to assist software engineering

researchers in conducting empirical research using a diverse set of research method-

ologies, methods, and techniques. However, they are not a complete set, and there is

always room for improvement in the amount and diversity of resources available to

help software engineering researchers design and conduct their studies.
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3.3 Critical reflections on empirical research in the

software engineering research community

Despite the breadth and depth of resources available to help software engineering

researchers conduct empirical work, there are a number of software engineering stud-

ies and papers that suggest that there is still room for improvement in the quality,

quantity, and diversity of empirical research we produce as a community.

3.3.1 Critical reflections on our applications of research tech-

niques

There are a number of research papers that critically reflect on our use of specific

techniques in software engineering, pointing out ways that the community can improve

in its application of those techniques.

Stol, Ralph, and Fitzgerald [51] published a review of grounded theory papers

in software engineering. They found that very few of the papers actually reported

on their methodology in detail, which is crucial for determining rigor in qualitative

work. They then discussed ways to improve our reporting of grounded theory papers

and provide guidelines for the community. Similarly, Usman et. al.’s systematic

mapping study of taxonomies in software engineering [53] showed issues with reporting

procedures in the creation of taxonomies. They also presented a new framework for

developing future taxonomies to help increase the quality of this work in the future.

Kitchenham et. al. conducted a systematic literature review of software engi-

neering literature reviews [21], finding that the systematic literature reviews they

evaluated were of fair quality but limited in their scope of topics. Their paper also

provided an in-depth description of their research protocol, providing an example for

other researchers to follow, as well as a call for researchers to employ the use of sys-

tematic literature review procedures in their work rather than more informal methods

of literature review.

Sjøberg et. al. [48] published a literature review of controlled experiments in

software engineering, discussing the topics, tasks, samples, etc. of the experiments

reported in their sample. They found that the vast majority included student partici-

pants rather than developers and that reporting of experimental procedures was poor.

They called for researchers to report on their methodologies more systematically and

suggested that the high use of student developers might call into question the appli-
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cability of results to an industrial setting. Salman, Misirli, and Juristo [34] tested

the hypothesis that the two groups performed differently, and found that professional

developers do perform differently compared to student developers in some experi-

mental contexts, calling into question the applicability of the results of a number of

laboratory experiments in software engineering.

These papers demonstrate that we can always improve in our application of em-

pirical research methods and that a critical reflection on our research output can be

very impactful; it allows for experts in the community to show us how we improve

our work and produce studies of a higher quality in the future.

3.3.2 Investigations into the content of our collective research

output

In addition to investigations focused on specific techniques, a number of researchers

have conducted reviews of software engineering literature in a more general way to

understand some aspects of our collective body of work.

Shaw [39] investigated the papers submitted to ICSE 2002, analyzing the content

of the papers that were both accepted and rejected for the conference, as well as

observing program committee conversations about what papers to accept. She found

that there were very low rates of submission and acceptance of papers that investi-

gated “categorization” or “exploration” research questions, or papers whose research

results presented “qualitative or descriptive models”. This research provided an in-

depth understanding of the types of questions that were addressed by ICSE papers, as

well as what the program committees were looking for in papers that they accepted

for the conference; this means that her work provided guidelines for how to write

better research papers in software engineering for increased acceptance, but not nec-

essarily how to design better quality studies. A 2016 replication of this methodology

[52] showed that since then, reviewers have raised their standards, particularly with

regards to empirical evaluations of research contributions. This is a good sign that

empirical research is increasingly prominent in software engineering. The replication

study also found that a new category of research papers, mining software repositories,

was incredibly common. This shows how quickly the software engineering community

can adapt to the use of new research techniques and technologies.

Siegmund, Siegmund, and Apel [42] investigated the research community’s under-

standing of the tradeoffs between internal and external validity in empirical software
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engineering research through a literature review as well as a survey of reviewers.

They found that there was an inconsistent discussion in the literature about threats

to internal and external validity in empirical studies, as well as a lack of consensus

among reviewers about which type of validity should be prioritized in a particular

study. Zelkowitz’s work [63] found that the community’s use of empirical validation

techniques for research contributions was improving; they found significantly more

case studies, field studies, and dynamic analysis techniques than previous decades.

They also found that some problems mentioned in previous studies (such as a lack of

access to software repositories) may no longer be an issue. Unfortunately, they noted

that researchers were using terms such as “case study” to refer to different levels

of abstraction, which makes it more difficult to understand the way this research is

communicated.

Høfer and Tichy [13] investigated 10 years of empirical software engineering re-

search, from 1996 to 2006, finding that the majority of papers presented experiments

or case studies, that the primary topics of study were metrics and tools/frameworks,

and that a number of important topics were underrepresented. This pointed to a

narrowed scope of empirical research topics compared to the broader spectrum of

software engineering research as a whole, and they called for empirical researchers to

broaden their horizons into different topic areas.

3.3.3 Calls to action from the community

Software engineering researchers have published a number of position papers over

the years showing the benefits of empirical research and active human participation

in studies. These papers present a collective “call to action”, suggesting that the

community should diversify their research methods to produce more varied empirical

work.

One thing community members are calling for in particular is for us to conduct

more realistic experiments and quasi-experiments with developers in software engi-

neering. Basili drew attention to the importance of experimentation and empirical

research in software engineering, discussing the benefits and drawbacks of controlled

experiments. He explained that this type of empirical work can be used to develop

knowledge into the causality of different human behaviors in software engineering,

helping to develop foundational knowledge about the process of software develop-

ment [3, 4].
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Kitchenham’s paper [18] pointed out that highly controlled laboratory experi-

ments were perhaps too heavily emphasized, and that they might not reflect the

reality of software development. She called for the use of more case studies and quasi-

experiments in industry, using methods from social science, as they would make our

findings more relevant to practitioners. Sjøberg et. al. [44] suggested not only that

software engineering researchers should conduct human experiments, but that they

should strive for these experiments to be as realistic as possible; they called for com-

munity members to apply for resources in order to conduct highly realistic software

engineering experiments. They suggested that conducting these types of resource-

intensive experiments would help to show the value and validity of the findings to

industry practitioners, helping to make research more impactful in real-world software

development.

Researchers are also calling for more empirical research that addresses social fac-

tors of software development without focusing on experimental approaches. Sharp,

Dittrich, and de Souza [37] call for more researchers to conduct ethnographic studies

in software engineering, pointing to their potential to show what developers do in

practice as well as why they do it that way. Sharp also [38] outlined the importance

of understanding social and human aspects of software engineering. She discussed

how there are a variety of both quantitative and qualitative research methods that

can be used to study developers, and that the insights that can be gained from work

with human participants are substantial.

Sjøberg, Dyb̊a, and Jørgensen [45] also drew attention to the importance of human

factors when they presented their vision for the future of software engineering. They

argued that doing more empirical work in software engineering will provide us with

the knowledge needed to develop better technologies for software development. They

also suggest a number of possible ways to increase empirical method use in software

engineering: increased education and experience in a variety of empirical techniques,

better industry cooperation, alignment of industry and academic priorities, and ad-

ditional resources for empirical work.

The above position papers, through their various messages, present a unified call to

action. Empirical research methods have a number of benefits for software engineering

as a whole and addressing social factors of software development in field settings will

help us to move forward as a community by providing us with a sufficient knowledge

base to guide our development of new tools, approaches, and frameworks for software

development.
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3.3.4 Summary

Overall, these papers show that critical reflections and meta-research in software en-

gineering help us to understand our weaknesses, and provide a platform for discussion

around the research we conduct in software engineering. They allow us to continu-

ously raise our standards for research quality by forcing us to reflect on our work and

providing us with possible ways to improve. I suggest that while position papers and

meta-research studies do not provide a “solution” to a software engineering problem,

they are critical to the progression of software engineering research because critical re-

flections on our practices stimulate discussion about improving our techniques, which

in turn improves the research we produce.

3.4 Understanding software engineering research

from a sociotechnical perspective

One way to understand software engineering research from a sociotechnical perspec-

tive is to use Runkel and McGrath’s model of research strategies.

Runkel and McGrath’s 1972 work Research on Human Behavior: A Systematic

Guide to Method [33] and McGrath’s follow up paper “Methodology Matters: Doing

Research in the Behavioral and Social Sciences” in Human-computer Interaction [27]

both present a series of models that help to explain the benefits and drawbacks of

various research design choices in the context of human behavior research. These

models were created outside of the domain of software engineering and were designed

to apply to human behavioral research as a whole. Techniques for manipulating

variables, different sources of data, the different types of threats to validity, data

comparison techniques, and sampling strategies are just some of the topics touched

on in their works. However, these works are best known for discussing Runkel and

McGrath’s “circumplex” of research strategies, shown in Figure 3.2. It was introduced

first in the 1972 book and adapted slightly for wording in the 1994 paper [27]. The

circumplex model of research strategies allows for researchers to understand how the

choice of what high-level approach to take in a study can affect different aspects of

quality in the resulting work.

Since the inclusion of McGrath’s paper in Human-computer Interaction, this model

has been cited in a number of various sociotechnical research domains, including

human-computer interaction [8, 17], software engineering [25, 55], and information
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Figure 3.2: Runkel and McGrath’s circumplex of research strategies [33].
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visualization [36, 15]. However, none of these works attempt to classify and under-

stand the software engineering research community through the use of the circumplex;

the circumplex model helps to support their work but is not the primary focus of the

studies.

So far, only one research team has applied the circumplex model to learn about

the software engineering research community; Stol and Fitzgerald’s 2015 paper “A

Holistic Overview of Software Engineering Research Strategies” [50] describes this

model in the context in software engineering. Stol and Fitzgerald make the case that

there is a lot of confusion surrounding how to discuss research and that the circumplex

model would be a useful way to approach solving this problem. They discuss how there

is no shared taxonomy that allows for a common understanding of what terms such as

“case study” really mean, and that discussing research at a higher level, the research

strategy, would help to alleviate this confusion. They also suggest that the use of

the circumplex model in software engineering would allow the research community to

make a connection between the choice of overarching strategy for a study its impact

on aspects of research quality. Stol and Fitzgerald suggest that understanding this

connection would allow community members to have more rigorous discussions when

reviewing papers for publication, and when conducting meta-research. The paper

then goes on to explain Stol and Fitzgerald’s interpretation of the circumplex model

and show examples from software engineering literature that contextualize what each

research strategy looks like when it is applied to software engineering. While they

explain the circumplex very well, it is just one interpretation of the model and there

are some limitations to the work. These issues and limitations will be discussed

further in Chapter 8.
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Chapter 4

Research Lens

In order to critically examine and accept the findings from this research, it is crucial

to first understand the models that shaped the research process and are used to

communicate the findings. This forms the research lens, the models that formed

the theoretical grounding of my work. Our research lens consists of adaptations of

Runkel and McGrath’s models of research strategies and data collection methods[33].

These models were originally developed and described in the context of the traditional

social sciences, like psychology and sociology, and not for sociotechnical domains

like software engineering or human-computer interaction. The addition of technical

aspects quickly introduces additional fringe cases that are not easily categorized in

the model without additional information. Additionally, the model was created in

1972, long before the creation of many technological phenomena such as virtual work

environments, video calling, and social media that can complicate what we consider a

setting, a behaviour, or an actor. This meant that we needed to extend the models in

order to describe how modern technology affects the definitions of each category, as

well as contextualize these definitions by using examples from the software engineering

domain. Moving forward with this work, I use the term research lens to refer to

the adaptations of Runkel and McGrath’s models described below.

4.1 Research Strategies

First, we extended Runkel and McGrath’s model of research strategies to the soft-

ware engineering domain. The “circumplex” places eight different research strategies

in segments of a circle, each separated into four quadrants containing two research
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Figure 4.1: The Circumplex of Research Strategies, adapted for the software engi-
neering domain
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strategies each, as seen in Figure 4.1. Each quadrant is distinctly different in terms

of the setting where the research takes place. In the first quadrant are the Field

Strategies, which describes research that occurs in natural environments. The second

quadrant contains the Experimental Strategies, which describes behavioural research

that is conducted in contrived environments created for the purposes of research. The

third quadrant has the Respondent Strategies, where research is conducted in such

a way that the participant’s surroundings are made as irrelevant as possible to the

research. The fourth quadrant refers to Theoretical Strategies, where no new obser-

vations of behaviour are being collected and the primary research instruments are

computers and researcher cognition. The circumplex can also be described in terms

of axes; along the horizontal axis, the strategies furthest to the left of the circumplex

are the most universal behaviour systems, while those furthest to the right are the

more particular and context-specific. Along the vertical axis, strategies at the top

of the circumplex are highly intrusive, while those at the bottom of the circumplex

are quite unobtrusive and are not very disruptive of natural behaviours or settings.

Runkel and McGrath also labelled points along the circumplex where three desirable

research criteria are at their highest potential for maximization, as described in the

following section.

4.1.1 The Desirable Research Criteria

The most important part of this model for our analysis are the three desirable research

criteria because they allow us to make a connection between the research strategies

used in software engineering and their potential impact on research quality.

The first criterion is control of measurement of behaviour over extraneous factors.

This describes the level of control the researcher has in isolating and controlling ex-

traneous factors in research, which determines the degree of confidence the researcher

has in knowing which factors caused the observed behaviour under study. Runkel and

McGrath also interchangeably refer to this as “precision”; for clarity, we only refer to

this as control. In research that is high in control, it is less likely that the behaviour

the researcher is observing is caused or influenced by anything other than the vari-

ables for which the research team has controlled. On the other hand, a study that is

very low in control observes behaviour that is occurring without any external controls

over the situation; the researcher can record contextual information, but without hav-
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ing controlled for extraneous factors they are unaware of which contextual factors,

actions, or perceptions caused or influenced the behaviour they have measured.

The second criteria is generalizability over a population of actors. It is not

possible to conduct research on an entire population; research must be conducted

using a subset of a population with the aim that the findings are applicable to the

remainder of the population. Research that is highly generalizable means that the

findings could be applied to virtually all of the actors within the larger group, whereas

research that is low in generalizability is highly context-specific and not easily applied

to a larger group of actors.

The third criteria is realism of context. This refers to the extent to which the

context under which the data was gathered reflects real life, and to which the findings

of the study are true to real-world behaviour systems. Research that is highly realis-

tic is concrete and the findings are easily transferred to real life, and normally this is

because the research was conducted on natural behaviours in real settings. Research

that is low in realism, on the other hand, tends to be conducted in contrived scenar-

ios that may not reflect the reality under which the behaviours under study occur

naturally.

There is an inherent tradeoff that must be made between each of these criteria.

It is not possible to have a single study that is high in control, generalizability,

and realism simultaneously. This means that researchers must choose studies that

have the inherent weakness of having low potential to maximize some criteria to

be higher in others. In order to solve this problem, researchers must triangulate

across the circumplex, using complementary strategies that make up for each other’s

weaknesses. This means that researchers can create a collective body of work that

is high in generalizability, realism, and control by conducting multiple studies that

investigate the same phenomenon using complementary research strategies.

4.1.2 Field Strategies

Field Strategies in software engineering involve researchers entering the natural setting

of the actors under study in order to conduct their research. This can be a physical

environment, like a software development company, or a virtual environment, like

the communication channels used by a distributed development team. Because the

behaviour and contexts under study are naturally occurring, field strategies have a

high potential to maximize realism of context but are very low in potential control over
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extraneous factors. Findings tend to be contextualized to specific environments and

behaviours, so it can be difficult to generalize to a larger population. The distinction

between a Field Study and a Field Experiment is the degree of control the researcher

exercises in the situation under study.

In Field Studies, the researcher does not manipulate the natural setting under

study. Observational studies and case studies are common types of Field Studies in

software engineering. One example of a Field Study is where a researcher visits a com-

pany that follows agile development practices and observes how these practices affect

what constitutes effective management styles. These studies are fairly unobtrusive

because they allow natural behaviour to occur without intervention.

Field Experiments differ from Field Studies by introducing a controlled condi-

tion into the situation under study to understand the effects it creates, compromising

some unobtrusiveness and potential realism for higher potential control. Field Ex-

periments may be less common than Field Studies because interventions within the

development process can introduce potential ethical concerns or a risk of lowered

productivity that industry participants may be unwilling to accept. One example

of a software engineering Field Experiment would be introducing a novel automatic

testing tool to a company’s development process and observing its effects on code

quality.

4.1.3 Experimental Strategies

Experimental Strategies in software engineering involve testing hypotheses in highly

controlled situations. These strategies yield high potential control but at the cost

of reduced potential realism of context and narrowed potential for generalizability.

The difference between a Laboratory Experiment and an Experimental Simulation

is whether or not the context that is created for participants is kept intentionally

simplistic and sterile, or meant to replicate a specific natural context.

Laboratory Experiments refer to situations created by the researchers where

individual participants or groups take part in an experiment. The context is kept

deliberately generic for all participants, meant to remove many contextual elements

that exist in natural behavior settings that could influence participant behavior. This

strategy is used when researchers focus on a certain behaviour and wish to measure

it with considerable control. For example, a researcher conducting a Laboratory

Experiment on a debugging tool may invite graduate students to a lab and ask them
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to accomplish a set of predetermined debugging tasks with and without the tool using

a simple, generic computer setup in a relatively empty and quiet room.

Experimental Simulations in software engineering aim to replicate some aspect

of the participant’s natural environment during a controlled experiment, thus gaining

some potential for realism. For example, a researcher investigating project manage-

ment meetings may conduct an experiment in a room with a similar setup to the one

used at the company where actors simulate a typical meeting for the participants.

4.1.4 Respondent Strategies

Respondent Strategies are used to systematically gather participant responses to ques-

tions posed by the researcher. The main difference between Sample Surveys and

Judgment Studies respectively is whether the study aims to gather information about

human perception or behaviour under a stimulus (i.e., respondent attributes), or in-

formation about the stimulus itself. These strategies aim to make the participant’s

physical setting and conditions irrelevant to their responses. Respondent Strategies

can be more convenient than Field Strategies because they often do not require phys-

ical access to an industrial environment and can be remotely conducted.

Sample Surveys are used to investigate the effects that a phenomenon has on

human behaviour by surveying specific members of a chosen population, often aiming

at generalizing the findings to more of the population. For example, a researcher

aiming to improve continuous integration tools may distribute an online survey, ask-

ing developers to describe how they use these tools and what challenges they face.

They are not limited to “surveys” in the traditional sense; this strategy can employ

interviews, focus groups, or other means of soliciting opinions in addition to the tra-

ditional questionnaire. Sample Surveys are high in potential generalizability because

they are typically conducted with a group of participants that is representative of the

larger population.

Judgment Studies are commonly used in software engineering to evaluate the

performance or utility of a new tool or technique, as they use participant perceptions

and behaviours to learn about some stimulus that is applied to the population under

study. Judgment Studies tend to be high in potential for control of measurement

of both the stimulus materials and the responses; however, they are often lower on

potential for generalizability over the population compared to a Sample Survey, as

they are typically done with “actors of convenience” or relatively small population



32

samples. In the context of software engineering, this normally means sending a tool

to the developers whose software helped to inform the creation of the tool.

4.1.5 Theoretical Strategies

Theoretical strategies differ from the previously described strategies because they are

the only methods that do not involve the inclusion of active human participation as

part of the research (but the studies may be based on past empirical data and studies).

They are low in potential control because they are not conducting new observations

of human behaviour, and thus they cannot easily control for extraneous factors.

Computational Studies refer to computer experiments that have a complete

and closed system to model operations without any human involvement or dynamic

feedback from the outside world. The primary tool of the researcher is a computer.

These studies are very common in software engineering and can be conducted us-

ing a wide variety of techniques, including experiments to evaluate software tools,

data mining studies, computational analysis of big data, the creation and evaluation

of prediction models, natural language processing techniques, and computer simu-

lations. This strategy was originally named Computer Simulation, but we changed

the name to Computational Study to reflect the varied nature of studies conducted

using this strategy in software engineering. For example, a researcher aiming to eval-

uate a new bug detection technique may use version control history in an open-source

project to see if their tool identified all the bugs that were fixed in subsequent versions

of the project. Another example is running a series of experiments comparing the

performance of various state-of-the-art static Android security analysis tools. Com-

putational Studies may use methods for gathering and analyzing digitized data, which

is common in data mining studies.

Formal Theory research does not involve gathering new empirical data but

rather focuses on the creation of models and theories based on previously gathered

data or existing theories and models. In a Formal Theory study, the primary tool

of the researcher is their own mind [27]. Like Computational Studies, there are

many different types of Formal Theory studies in software engineering, including,

but not limited to, qualitative synthesis studies, literature reviews, the creation of a

theory from past empirical work, and purely mathematical or logical research papers.

For example, by building on previous models, a theory formulation study may aim

to identify and describe underlying factors that can explain why certain practices
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support alignment and coordination in software projects. These theories are meant

to be context-independent, so Formal Theory work is high in potential generalizability.

4.2 Data Sources

In addition to research strategies, McGrath [27] also describes a number of possible

empirical data sources for behavioural research, and the benefits and drawbacks of

each. These sources help us to determine the level of human involvement in the

research.

Self Reports refer to instances where participants voluntarily report on their

own behaviour or perceptions for research purposes. In software engineering, this

usually means responding to direct researcher questions through a questionnaire or an

interview. They have the benefit of being able to determine a participant’s perceptions

about a topic from their own perspective, but they have the drawback of being subject

to certain biases; a participant might not want to respond to a question in a way that

would reflect badly upon them, which can influence their responses.

Observations by a Visible Observer and Observations by a Hidden Ob-

server are observations of human participants; either participants are aware they

are being observed or measured (Visible Observer) or they are unaware (Hidden Ob-

server). Data gathered through these methods occurs in real time, and does not

include data about behaviour that occurred prior to the start of research. Observa-

tional data can come from a variety of techniques, including sensor data, video and

audio recordings, one-way mirrors, and being physically present in the same room

as a participant. Observational data has the advantage of being able to show how

participants respond to different stimuli in real-time, potentially at the control of the

researcher. As a disadvantage, observational data can be prone to error, either via

the researcher’s perception or through the fault of some measurement device. Visible

Observer data is also highly “reactive”, meaning that the data may be influenced by

the participants reacting to the fact that they are being observed, potentially chang-

ing their behaviour to what they may believe the researcher is looking for. Hidden

Observer methods do not have this limitation, but are instead plagued with the eth-

ical concern of researching someone without their knowledge. Common examples of

Visible Observer data in software engineering are recordings of code written by a

participant in a coding experiment conducted in a lab, or observing a development

meeting in a company. Hidden Observer data is less common in software engineering,
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but one example is entering a development team and observing their behaviour for

research purposes under the guise that you are a new team member.

Public Archival Records and Private Archival Records are data about

human behaviour that is recorded by a third party for non-research purposes, but

is used as the subject of research after the fact. The difference between them is

that private records would be unlikely to become a matter of public record, like a

diary entry. Both of these data sources are fairly uncommon in software engineering

research; public records are often very easy to access and can be useful for showing

trends over time. For example, university graduation and enrollment statistics can

be useful for showing trends in software engineering education. Private records, on

the other hand, are often very difficult to access, especially from software companies,

due to security and ethical concerns. However, if researchers can get past these access

barriers, these records they can be very useful in researching phenomena that have

been under-explored in previous studies. For example, a software company’s high-

level production meeting minutes may be very difficult to access, but a researcher

could analyze this data to understand how decisions about software are made by

non-technical stakeholders.

Trace Measures are records indirectly created by humans as a result of their

behaviour. Humans create these measures on their own; they are not collected by

a third party and they are not created for the purposes of research. Most software

development artifacts fall into this category as they are traces created by developers

as a result of software development behaviour. For example, software is written by

developers to fulfill some need, but later the source code (or its bugs, commits, or error

logs) becomes a Trace Measure we can study in future research. There are benefits

to these types of data; often, they are publicly available and thus they are very

easy to access. Additionally, they are records of behaviour that was not influenced

by the knowledge that the traces would be analyzed for research. However, there

are drawbacks to using Trace Measures, particularly with the lack of control over

measurement and lack of context available to explain such data. For example, if a

researcher is looking at Trace Measures of a developer’s activity on GitHub, they

are limited in what they can do with that information. They are not able to make

changes to that developer’s life that could influence or change their GitHub activity,

or record contextual information about that developer to explain why certain events

or patterns occurred within these logs of their activity.
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To extend McGrath’s work, we also separate these data sources by the extent of

human participation in the research. Self Reports and Observations are considered

active forms of human participation because the researcher is interacting with research

participants in real-time, enabling more contextual data about the participant and

their behaviour or responses. Archival Records and Trace Measures are inactive forms

of human participation because the data is collected from records of past behaviour,

and thus the participant is not actively engaged in the research at the time the

research is conducted. This data can often be easier to collect, but the researcher

is often unable to exert control for the factors that led to the creation of the data

or collect additional contextual information. Purely theoretical research does not

consider empirical data, but rather focuses entirely upon theoretical constructs, such

as algorithms, design patterns, and logical or mathematical proofs. In these cases,

there is no form of human participation in the research. This category was not part

of the original model and was added to denote research that does not utilize empirical

data. Moving forward, this categorization is referred to as Formal/Theoretical.

Much like the research strategies, these data sources have their benefits and draw-

backs, which can be offset by triangulating data sources. For example, if a researcher

is conducting a survey relying on Self Reports from participants, that survey could po-

tentially be influenced by the participant’s desire to not be judged negatively. That

data could be triangulated using Trace Measures of that participant’s behaviour,

which would be unbiased by their participation in the study and could corroborate

the claims made by the participant. It is important to note that a researcher can

use more than one data source in the same study; A study can follow only one re-

search strategy, but that strategy can gather data from multiple data sources for the

purposes of triangulation.

4.3 Fringe Cases

These adapted models reflect a rigorous and iterative process of identifying papers

that challenged our interpretations and altering our descriptions of the models to

accommodate these papers. However, as I applied this research lens to ICSE papers I

still encountered a number of cases that were not easily classified. Throughout the re-

mainder of this thesis, these papers are referred to as fringe cases. In a fringe case, the

methods used in the papers could be argued as being in one of two categories depend-

ing on your perception. One such example is data from online question and answer
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forums. Our interpretation of this data is that this data is a Trace Measure of the hu-

man behaviour of asking questions and receiving an answer. Another interpretation

is that a third party (the website) collected these questions and answers and publicly

archived them for non-research purposes. In this way, online question and answer fo-

rum data could be classified either as a Trace Measure or as a Public Archival Record

depending on your perception. Most of these fringe cases were revealed through the

survey we conducted (described in Chapter 5), as authors categorized their work and

explained their reasoning in such a way that revealed a new way of thinking about

their research strategy or data source. Because these fringe cases were identified after

the completion of the systematic mapping study, the classifications in the systematic

mapping study consistently reflect my own initial perception.

4.4 Summary of Adaptations

The descriptions above reflect a number of adaptations to the original models as de-

scribed by Runkel and McGrath. First, Runkel and McGrath describe certain points

in the circumplex where the generalizability, realism, and control are maximized; we

instead refer to these points in terms of their potential to maximize those criteria.

This is because we recognize that the research strategy only provides a situation

where certain criteria are much easier to maximize than others and that the research

team must conduct a methodologically sound study in order to actually maximize

those criteria.

One major change made to the model was the renaming and adapting of the

research strategy “Computer Simulation” to “Computational Study”. The original

model refers to a fairly simplistic definition of Computer Simulation, where it refers

to simulated models of human behaviour. As the original model was made for purely

behavioural research, it does not capture the complex sociotechnical reality of software

engineering research. We saw many examples of this category of work that followed

diverse computational research approaches to examine digitized data as part of a

closed system, including data mining studies, prediction models, and experiments.

As this category now represented more types of investigation than just “simulations”,

we renamed the category “Computational Study” to reflect the diverse nature of

these studies in software engineering, all centering around the use of a computer as

the primary tool of the research in a closed system.
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We also made a key change to the data sources by adding a new category, “For-

mal/Theoretical”, to refer to papers that do not include empirical data. This was not

included in the original model of data sources because it is not actually a data source,

but rather the lack of empirical data. This was included in order to have a means

for classifying formal or algorithmic research that does not work with empirical data.

We also separated the 7 data source types into active and inactive forms of human

involvement, and the lack of human involvement whatsoever. Runkel and McGrath

did not make this distinction, however, we believe it is useful to add these categories

to demonstrate the extent to which humans are actively engaged in our research.

The final and most significant adaptation I made to the models was re-writing the

descriptions of the models using terminology and examples from software engineering.

All the examples provided in Runkel and McGrath’s original descriptions come from

the social sciences and humanities, so it is difficult to understand how to apply the

original models to software engineering, which studies very distinct sets of actors,

behaviours, and contexts using a diverse set of sociotechnical research methods and

data sources. Therefore, I provided examples that contextualize each of the eight

research strategies and seven data sources as they typically exist in the context of

modern software engineering research to aid others not only in understanding this

research, but to help them apply the models to other contexts as well.



38

Chapter 5

Methodology

The research described in this thesis was conducted in five phases. The first phase was

a systematic mapping study, where I categorized papers according to the sociotech-

nical research lens described in Chapter 4. The second phase involved the design of a

survey, an iterative process that involved several rounds of piloting, analyzing results

and feedback, and implementing changes. The third phase of my research involved

survey dissemination and data collection. The fourth phase of our methodology was

the analysis of the survey and systematic mapping study together, which included

both qualitative and quantitative analysis techniques. Finally, we completed member

checking tasks in phase five to validate our findings.

The research questions I address are:

• RQ1: What research strategies and data sources are described in research

published at ICSE?

• RQ2: Why do authors choose the research strategies and data sources they

describe in their papers?

• RQ3: What is the “balance” of quality aimed for across generalizability, control,

and realism in research published at ICSE?

5.1 Systematic Mapping Study

In the first phase of the research, I conducted a systematic mapping study [30, 39] to

address RQ1 and RQ3. I considered all technical research track papers from ICSE’s

2015, 2016, and 2017 proceedings in my sample. I collected 84, 101, and 68 technical
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track papers from each year, respectively, for a total of 253 papers. I excluded other

conference tracks and paper types.

I chose ICSE because it is widely considered the flagship conference in software

engineering, and does not focus on a specific set of topics or methods necessary for

inclusion in the conference. I selected three years of proceedings for two reasons. First,

a program committee’s makeup may influence method use or topic choice within the

set of accepted papers, so three years of data would ensure that the biases of each

program committee would be mitigated by the inclusion of additional years. Second,

I wanted to understand the current state of software engineering research rather than

to show trends over time. I elaborate on the limitations of this choice in Section 8.3.1.

Second, we developed rules to use for our classification. We iteratively refined

Runkel and McGrath’s descriptions of data sources and research strategies as I ap-

plied them to the ICSE papers in our sample. Finally, I classified the papers according

to these completed descriptions and recorded the classification of each paper, along

with the reasoning for the classification, in a spreadsheet. Following this, I collected

statistical information for further analysis, described in Section 5.4.3. These pre-

liminary results showed a high use of Computational Studies and Trace Measures

over other research strategies and data sources, further described in Chapter 6. A

summarization of the systematic mapping study methodology is shown in Figure 5.1.

5.2 Survey Design

The survey was designed to complement the data collected during the systematic

mapping phase by addressing all three research questions. The design process included

multiple pilots and an ethical approval process.

5.2.1 Design Process and Piloting

The initial survey was designed to answer my three research questions and had three

sections: The first section asked demographic questions, the second asked questions

about the ICSE paper authored by the participant, and the final section asked general

questions about the participant’s research career. The survey was implemented in

Google Forms, which was chosen because of its clean interface and ease of use, and

because other team members had experience with using it as a surveying tool in their

previous work.
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Figure 5.1: The systematic mapping study methodology.
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This design was discussed by our team and edited until the first pilot. The pilot

was sent to three fellow researchers; the first was a team member who was not in-

volved with the survey design until this point. The other two participants were fellow

graduate students in the lab who had conducted some unpublished studies. All three

participants were asked to respond to the survey as well as take note of anything

they thought was problematic. This process highlighted several issues with the sur-

vey that prompted changes. For example, there were issues with the question that

asked about triangulation. We did not provide much context about what we meant

by triangulation, and the participants were unsure how to answer the question. We

debated whether or not to provide a definition of triangulation, as including the def-

inition would make sure that all of the participants understood what we meant, but

at the same time it could bias their responses and prevent us from gauging how well

participants understood this concept in the context of research. We reached the com-

promise of asking participants to provide their own definition of triangulation and

describe how they use triangulation in their work.

Another issue that arose from the first pilot was that the research lens was com-

plicated and took too long to read. To fix this, I separated the definitions from the

examples and made the definitions appear as an image before the response area, and

kept the examples within the response area. This was done so that the participants

would read the definitions, and then when responding, the examples would contex-

tualize their interpretation of our definitions so that if they misinterpreted the lens,

the examples would hopefully prompt a re-reading of the definitions.

At this point, we needed to decide whether or not to randomize the order in which

the research strategies or data sources would appear. We determined that it was nec-

essary for the definitions to appear in a set order because it aids in understanding

of the lens, as adjacent options are similar and reading them one after the other

highlights the differences between them. Randomizing the response order would mit-

igate a potential bias in responses, however, we thought it could be confusing for the

responses to be in a different order than the definitions directly above the question.

To determine whether random ordering caused confusion I conducted the next

pilot as a think-aloud study and selected a graduate student participant whose work

I knew well so it would be easy to interpret their responses. I asked them to respond to

the entire survey while verbalizing their thought process and comment on any issues

they saw with the survey. This pilot showed that many of my corrections from the



42

Figure 5.2: The survey design process.

first pilot were effective, that randomization of responses was ineffective and caused

confusion, and highlighted some other minor issues we were able to fix.

After this pilot, the survey design was reaching completion and I began the fi-

nal stage of piloting. I sent this version of the survey to three more researchers: a

post-doctoral researcher within our research group and two professors within the de-

partment. There was some confusion with our terminology, however, I did not make

changes to the survey as this would have jeopardized the ability of the survey to com-

plement the systematic mapping study. The systematic mapping study classifications

rely on the use of the models of research strategies and data sources, so the use of

another set of terminology for the survey would have made the results of the survey

and the systematic mapping study incompatible. After finishing the analysis of the

responses to this pilot, I determined that the participants understood the questions

and responded as we expected. The final version of the survey is included in Appendix

A and the design process is summarized in Figure 5.2.

5.2.2 Survey Topics

To address RQ1, I asked the participants to classify their own papers according to

the adapted research lens. This complemented my own classification of the papers,

allowing us to validate the systematic mapping study and identify potential limita-

tions. This also allowed us to then ask the authors why they made these choices,

addressing RQ2.

To complement our data about generalizability, realism, and control for RQ3 I

asked authors about these criteria. This was in the context of their ICSE paper,
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their own priorities, and how they feel the community perceives and prioritizes these

criteria.

The survey also asks some questions that do not directly support the research

questions but mitigate possible limitations to validity within the survey itself. For

example, to understand the limitations of choosing only ICSE papers and authors as

our sample, we asked participants whether they used any research strategies that were

not reported or published, about the research strategies that they used in the last

five years as a whole, as well as about how they use triangulation. This would help

us to gauge whether work published in ICSE was representative of typical research

designs for ICSE technical track authors regardless of venue.

5.2.3 Ethical Considerations

As part of the survey design process, I submitted a Human Research Ethics Board

application for approval of my research protocol. This included considerations about

participant anonymity, data storage and disposal, and publication of findings. This

application was submitted as a modification of the research protocol for my interview

study, which was approved with the number 17-055. As part of this ethics modifi-

cation, I submitted an email invitation script, an implied consent form, a copy of

the survey, and the application for the modification to the existing research protocol.

This package is attached in Appendix B.

5.3 Survey Dissemination and Data Collection

Our goal for survey dissemination was to get responses for as many papers as possible

but to receive a single response per paper. As such, we decided to focus on contacting

the first authors of the papers as they are likely the best choice for answering questions

about what work was done, and particularly about why they chose those research

strategies and data sources. A decision tree showing how we invited the authors to

participate in the study is shown in Figure 5.3.

First, I collected the names and email addresses of the first authors from the

title sections of each of the 253 papers and organized them in a Microsoft Excel

spreadsheet. When an email address was not provided in the paper for the author, I

used publicly available email addresses. After collecting email addresses, I sent survey

invitations to the first 10 authors from ICSE 2017. This was done so that I could
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Figure 5.3: The survey dissemination process
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determine whether the dissemination of invitations was successful before emailing the

larger group of participants.

I received one response to the survey during the week following this invitation

and deemed the dissemination successful, then I sent invitations to the remaining

first authors. At this point, I noticed a number of emails had “bounced” back to

me. For each of these bounced emails, I searched the web for another email address

for the author. Often, this occurred because the author moved on to another place

of employment or study. I emailed participants again with new addresses where

possible. Of the 253 papers, there were 18 first authors that could not be reached.

At this point, we turned to the remainder of the authors for these papers. Following

the same protocol for first authors, I used email addresses from the papers first, then

turned to publicly available email addresses. I sent invitations to 17 second authors

and one third author, reaching exactly one author for each of the 253 papers in our

sample. It is important to note that not all of these invitations were sent to unique

authors; 14 individuals were the first authors on two ICSE papers in the time period

in the study. An author responding twice was still relevant to the study, as their

responses would differ for each paper. At this point, we had received 44 responses,

for a total response rate of 17.39% by paper.

To maximize the response rate without risking multiple responses per paper or

spamming participants, I wrote a simple email script for authors who had not yet re-

sponded to the survey, reminding them of the survey and communicating the response

deadline. These reminder emails led to an additional 16 responses for a total of 60

responses, a response rate of 23.72%. Of these responses, one participant responded

to the survey twice for two separate papers. For the purposes of analysis, since their

responses were for different papers and were therefore unique, we will consider them

as two participants. This response rate is well beyond the typical 10% response rate

for surveys, despite being complicated and involving a number of long-answer ques-

tions. This may be due to researchers wishing to discuss their work with others, or

an intrinsic motivation to further the cause of research that would be beyond typical

survey populations. This concluded our data collection phase.

5.3.1 Participant Population

The survey responses came from a diverse group of researchers. Participants identified

a broad range of countries where they conducted the research in their papers, shown
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Figure 5.4: Participants indicated the country in which the majority of their research
was conducted.

Table 5.1: Participants were split fairly evenly between university faculty and stu-
dents, with some industry involvement.

Affiliation # of Participants
University Faculty 28
University Student 26
Industrial Research Lab 2
Student + Faculty 2
Faculty + Industry Developer 1
Faculty + Industrial Research Lab 1
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Figure 5.5: Participants had a wide range of experience conducting software engi-
neering research.
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in Figure 5.4. There were a large number of participants who indicated that the

majority of the research work for their paper was conducted in the United States,

and this is what we expected as there are a large number of research institutions

in that country. Participants were split fairly evenly between university students

and university faculty members with a few industry researchers, as seen in Table

5.1. Participants also indicated that they had a wide range of experience conducting

software engineering research, with a minimum of 2 years experience, a maximum

of 25 years experience, and a mean of 7.1 years of experience. The distribution of

participant experience levels is shown in Figure 5.5. It makes sense that there are

a large number of participants with less than 5 years of experience, as Ph.D. and

Masters students make up almost half of the participants and they would likely have

less experience than a participant who was a faculty member.

5.4 Analysis and Interpretation

The survey addressed all three research questions through both qualitative and quan-

titative measures. This required using various analysis techniques to capture the

intricacies of participant responses and to synthesize quantitative and qualitative

analyses into cohesive findings that accurately reflect the data.

5.4.1 Author Classification

The goal of this analysis was to determine, from the perspective of the authors of

ICSE papers, what work they conducted and published at ICSE, and compare this

information against my own classifications to validate the work conducted in the

systematic mapping study.

Information Collection

First, I collected survey responses that were relevant to this analysis task in a spread-

sheet. The questions of interest were:

• Your ICSE paper title is: (auto-filled for participant)

• Please select all the research strategies that describe the research conducted in

your paper.
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• Please elaborate on why you used those strategies.

• Were there any other research methods used as part of the study but NOT

reported in the paper? If yes, please elaborate which ones and WHY they were

not described in the paper.

• Which data source(s) were used in the research reported in your paper? Please

select all that apply.

• Please elaborate on why you chose those data sources.

These responses provided enough information to understand not only how partic-

ipants classified their papers, but also why they chose those research strategies and

data sources for their work to aid investigation into why the researcher and author

classifications may have differed. Then I combined these responses with the results of

the systematic mapping study, which included my own categorization of the research

strategies and data sources for each paper, as well as a small explanation of what in

the paper led me to that choice. This spreadsheet view allowed for easy comparison

for each paper.

Classification Comparison

Next, I compared my classification with the author’s classification of their work with-

out considering any explanations or background information from myself or the par-

ticipants. For both the research strategies and the data sources, I tagged the paper

as one of four types:

• Full Agreement My classification was the same as the participant, regardless

of how many categories were chosen.

• Partial Agreement My classification was the same as the participant for at

least one category, but we disagreed about at least one other category. For

example, if there was agreement on a Computational Study, but the participant

also categorized the paper as Formal Theory where I did not.

• No Agreement The participant’s classification and my classification were com-

pletely different.
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• Other The participant did not use the classification scheme and rather chose

to classify their paper using the ”other” category with an explanation. This

prevented comparison against my classifications.

After tagging each paper I investigated the causes of disagreement between my

previous classification and the participant’s classification. For any paper that was

tagged as Partial Agreement, No Agreement or Other I read both classifications,

both of our explanations, and re-read the paper where necessary. I then wrote a brief

description of what I believed caused each disagreement for further analysis.

Card Sorting

After investigating all of the causes of disagreement, I printed each of the descriptions

onto paper and card-sorted the probable causes. This led to a series of distinct

disagreement types. They were:

• Lens Miscommunication It appeared that there was a miscommunication

of the research lens and how to classify work correctly. For example, if a par-

ticipant classified their work as Experimental Simulation while simultaneously

explaining that they used entirely computational methods.

• Researcher Oversight I missed some details in the paper and classified it

incorrectly.

• Author Oversight The author did not mention details of their paper that

clearly indicate an additional research strategy or data source was used.

• Formal Theory Noise This type of disagreement was for research strategies

only. For the purposes of reducing noise, my classification did not include minor

literature reviews (such as related work or background sections), the proposal

of a model as the result of an empirical study, or the description of an approach,

model, or tool as a Formal Theory study of its own. I considered this just a part

of the context of the other work that formed the bulk of the paper. This was

not communicated in the survey, so some participants categorized these parts

of their papers as Formal Theory.

• Formal/Theoretical Noise Similar to Formal Theory Noise, this type of dis-

agreement is for data sources only. The Formal/Theoretical data source cate-

gory was meant to refer only to entire papers that did not include any of the
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other data source categories whatsoever. This appeared to be unclear, as some

participants used this to refer to a study that formed part of their paper that

did not include any data sources (even though there was another part of their

paper that did utilize one of the data sources). Some participants also appeared

to use this categorization because of the formal or theoretical nature of their

topic, even though they acknowledged using one of the data sources.

• Fringe Case The participant and I both had a good case for why their paper

should be classified a certain way because the model doesn’t clearly capture

their particular work.

• Unclear It was not apparent why the participant categorized their work this

way, as they did not leave enough information to determine the cause of the

disagreement.

• Descriptive Agreement The participant selected “other” (or one of the pro-

vided options) when categorizing their work and explained their work. In this

case, the participant’s description of their work aligned with my description of

their work, so there was an agreement of a descriptive nature.

• Information Missing The participant referred to details of their work that I

could not find, such as an interview study for which there were no details in the

paper. In this case, I assumed that they conducted this work as a part of their

overarching research process, and published this information elsewhere or not

at all.

Because some papers included the use of many different data sources and research

strategies, some papers had more than one category of disagreement. To investigate

the reliability of these assumptions I conducted member checking with participants,

which I describe in Section 5.5.

5.4.2 Long Answer Question Analysis

This goal of this analysis was to develop findings from the long answer questions

in the survey. During this phase, I recorded diaries that explain the changes that I

made each time I worked on the analysis and why I made the changes so that it would

be possible to trace my thought patterns from initial codes to synthesized findings.

These diaries are included in Appendix C.
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Collecting Participant Responses

There were two separate analyses conducted with identical methodological approaches.

The first was to answer RQ2. This included the same questions and responses as the

analysis described in Section 5.4.1. However, the previous analysis was focused on

determining whether the systematic mapping study classification could be considered

valid, while this analysis was focused on understanding why participants chose the

research strategies and data sources they reported in their ICSE paper.

The second long answer analysis was primarily concerned with addressing RQ3.

It included responses to the following questions:

• How do you define triangulation, and how do you use triangulation in your

work?

• In your own work, do you PRIORITIZE any criteria (generalizability, control,

or realism) over another? Why? Please elaborate.

• Do you PERCEIVE A BIAS in the software engineering research community

regarding certain criteria (generalizability, control, or realism) when it comes to

publishing work? Please explain.

• Would you like to comment or add anything else?

These analyses were separated for two reasons. First, one analysis was focused on

the participant’s ICSE paper, and the other was focused on their research career as

a whole, so the context surrounding the responses was different. Second, responses

about ICSE papers contained a lot of sensitive and identifying information, whereas

the general nature of the questions about RQ3 meant that it would be possible to

anonymize some analysis documents for traceability.

The responses to the questions for each analysis were collected in a spreadsheet

from the raw survey responses, and from there a text file was created for each partic-

ipant and entered into an RQDA project [14].

Open Coding

After collecting the information and setting up an RQDA file I performed open coding

on the responses. In this way, I could analyze the information without considering

any particular hypothesis or theoretical underpinning to the coding, allowing for the
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findings to be grounded in the data. The first round of coding involved adding as

many codes as necessary to capture all of the information offered by the participants.

An example of this large code set is shown in Figure 5.6.

The second round of coding involved reading and understanding the responses that

went into each code and condensing the code set. This included merging redundant

codes, renaming codes, and deleting codes that provided little value to the analysis

until each code provided unique and valuable insights for synthesis into cohesive

findings. For example, I merged the code “Not using triangulation” into the code

“Triangulation practices”. This is because when a participant described why they

did not use triangulation techniques it allowed me to show the contrast between the

participants who described extensive triangulation practices and those who chose not

to triangulate. For the RQ3 analysis, as there were codes that pertained to distinct

questions and topics, there was a third round of coding to group these codes into

categories. For example, one of the code categories was Community Priorities,

which contained the following codes (where “SERC” is an acronym for “Software

Engineering Research Community”):

• Control not prioritized in SERC

• Control prioritized in SERC

• Generalizability not prioritized in SERC

• Generalizability prioritized in SERC

• Realism not prioritized in SERC

• Realism prioritized in SERC

• No bias in the community

For RQ3, another member of the research team independently coded a subset of

the data as a form of coding validation. The researcher was provided with the sub-

set of data and a coding instruction package that explained each code. This coding

validation package is included in Appendix D. After she independently coded this

data, I compared her codes against my own. After identifying some minor disagree-

ments, we discussed them and reached an agreement. There were very few cases of

disagreement, and any found were primarily errors of omission by my colleague due
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Figure 5.6: RQ3 analysis codes after round one.
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to the sheer volume of codes in the code set, or minor disagreements where partici-

pants used wording that was vague. I did not conduct a similar validation step with

the RQ2 analysis, as it was far simpler than RQ3 and would likely produce even less

disagreement than the previous exercise.

Synthesis

Having completed the coding for each analysis, it was necessary to bridge the codes

and synthesize the findings. I read the text that informed each code and wrote a

description of the information, recording the quotes that were most informative to my

description. Following the exercise of describing the codes, I wrote a brief summary

that explained the content of each code in one to two sentences. After describing and

summarizing all of the codes in a category, I collected the summaries so I could see the

connections between the codes. I used highlighters to connect codes that were related

to each other, shown in Figure 5.7. After this process, I synthesized the codes into

a descriptive text that explained the information included in the codes in a cohesive

way that connected related information.

I conducted this process for the codes in RQ2 (which formed a single category),

as well as the code categories of RQ3. One code category, Systemic Issues, was

not synthesized because much of the data was already captured through the other

code categories, and it contained a number of unique assertions of issues within the

software engineering research community that were not shared by other participants.

Anonymized records from this process is included in Appendix E, where I present the

analysis and interpretation document for the code category “Reasons”.

5.4.3 Statistical Analyses

Since the systematic mapping study and the survey contained categorical data, we

also conducted some simple statistical analyses to better understand and present this

data in the form of visualizations. We used R [31] to visualize the data, and the

resulting figures are presented in Chapter 6.

To present the data from the systematic mapping study, we visualized the research

strategies and data sources separately in simple bar graphs showing the percentage

of papers that included each of the categories. Then we visualized the “balance” of

the desirable research criteria by showing the percentages of each research strategy

in their respective segment of the circumplex.
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Figure 5.7: The process of connecting related codes.
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There were two types of visualizations for the survey data. First, for the par-

ticipant demographic data, I created a series of simple graphs to demonstrate the

diversity of my participant population (shown in Section 5.3). Second, there were

responses to Likert-scale questions, which we visualized using R Likert charts.

5.5 Member Checking

Following the analysis, I conducted member checking for the findings of the system-

atic mapping study validation. My goal with this task was to see whether or not I

could reach an agreement with the participants whose paper classifications differed

from mine. This was not an easy process, as it was difficult to approach the partic-

ipants in such a way that did not influence their responses or rely on the use of our

models, because that could cause further miscommunication between myself and the

participant. For each participant in the study, if there was some form of disagreement

and they indicated that we could contact them to learn more about their responses,

I sent them an email asking for them to clarify my understanding of their work.

In the email, I briefly thanked them for their participation in the survey and said

that I wanted to clarify their responses, and reminded them of their ICSE paper title.

Then I used the language that the participant used in the survey as well as their paper

to describe what they indicated in the survey about their paper, my understanding

of their work, and asked them if I had accurately described their paper. The form

letter is provided in Appendix B. For participants for which there was a disagreement

but the participant did not consent to follow-up questions, I moved forward with my

classification for all categories other than Researcher Oversight and Fringe Case,

where I selected the participant’s classification.

I sent a total of 32 member checking emails (one participant was sent member

checking information about two of their papers). After receiving replies from par-

ticipants I discussed them with my collaborators to determine whether or not the

participant and I had reached an agreement about the work reported in their paper.

We used this information to validate my assessment of the results of the paper clas-

sification task completed by the participants, and updated our inter-rater agreement

statistics and final systematic mapping study classifications accordingly.
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Chapter 6

Findings

In this chapter, I present the findings from the systematic mapping study and the

survey. I outline the findings of each analysis task described in Section 5.4 individ-

ually, as each analysis task resulted in unique and valuable insights. Collectively,

this chapter answers not only the three research questions but also other questions

that we addressed with our methodology to support our findings. To protect author

(survey participant) anonymity, author quotes are identified in this section using an

identifier, “Ax”, where the x corresponds to the order in which authors responded to

the survey.

6.1 RQ1: What research strategies and data sources

are described in research published at ICSE?

To answer this research question, first I present the initial findings from the systematic

mapping study. Then I discuss the results of the author classification task from the

survey, which indicated the need to make some corrections to the classification data.

Finally, I present the findings from the systematic mapping study after having applied

those corrections.

6.1.1 Initial Findings

After classifying each ICSE paper according to which research strategies and data

sources were reported, we collected that data and plotted it in bar graphs, shown in

Figures 6.2 and 6.1.



59

Figure 6.1: Research strategies included in ICSE papers before systematic mapping
study validation.

Here we see an indication that Computational Studies and Trace Measures are

prominent at ICSE, and that there are very few instances of Field Studies and Archival

Records data. I elaborate further on the findings in Section 6.1.3 after I applied the

necessary corrections from the systematic mapping study validation.

6.1.2 Systematic Mapping Study Validation

To validate the study, we asked authors in the survey to classify their own papers so we

could calculate a measure of inter-rater reliability from the classifications, as described

in Section 5.4.1. The results of the surface-level comparison of my classifications of

ICSE papers versus the classifications given by the paper authors are shown below in

Table 6.1.

Table 6.1: Inter-rater agreement between myself and ICSE paper authors.
Type Research

Strategies
Data

Sources
Full Agreement 15 18
Partial Agreement 31 20
No Agreement 9 16
Other 5 6
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Figure 6.2: Data sources included in ICSE papers before systematic mapping study
validation.

If we consider the cases of Full Agreement we see an inter-rater reliability level

of 25% for research strategies and 30% for data sources, which is well below what is

generally considered acceptable. However, when we closely consider possible causes

for the disagreements the results are much more positive, as shown in Table 6.2.

Some papers had two types of disagreement; in these cases, there was more than one

disagreement type for a single paper, each with differing probable causes.

Here we see that the majority of disagreement appears to have been caused by

issues of miscommunication and noise rather than true disagreement about how to

classify the papers or because of incorrect researcher classification.

To calculate a new measure of inter-rater reliability that takes into consideration

the reasons for disagreement, we considered all responses to be in agreement with the

systematic mapping study unless they included disagreements because of Researcher

Oversight, a Fringe Case, or a case where the disagreements cause was Unclear due to

a lack of information. This led to an 80% agreement in the classification of research

strategies in papers, and an 83.3% agreement in the classification of data sources.

Following this step, I conducted member checking with authors where possible to

further investigate these disagreements, as described in Section 5.5. Of the 32 authors

contacted I received 27 responses, which were overwhelmingly positive in terms of

agreement with my description of the authors’ work. There were a few cases where

the authors disagreed with my description of their work, but this had to do mostly
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Table 6.2: Causes of disagreement in categorization.
Cause of Disagreement Research

Strategies
Data

Sources
Lens Miscommunication

+ Researcher Oversight
+ Author Oversight

12

2
0

10

1
2

Researcher Oversight

+ Author Oversight
5 2

Author Oversight

+ Formal Theory Noise
+ Fringe Case

5

2
0

7

0
1

Formal Theory Noise 11 0
Formal/Theoretical Noise

+ Information Missing

0

0

3

1
Fringe Case 2 4
Unclear 2 2
Descriptive Agreement 3 6
Information Missing 0 3

with incorrect wording and issues of oversimplification on my part. This validated my

assumption that most of the disagreements were not truly “disagreements” at all but

rather caused by issues of miscommunication and unclear instructions. However, there

were still some cases where papers were clearly classified incorrectly, and we made

changes to the systematic mapping study classifications to reflect this. I changed my

classifications where there was a case of Researcher Oversight or a Fringe Case, but

I kept my initial classifications in all other cases. In total, I corrected the research

strategy classifications for ten papers and the data source classifications for eight

papers. The findings presented in the remainder of this chapter are based upon

having made these corrections.

6.1.3 Corrected Findings

The corrected classification data is shown in Figures 6.3 and 6.4. I also show the

differences between the initial findings and the corrected findings in Tables 6.3 and

6.4.
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Figure 6.3: Research strategies included in ICSE papers, corrected after member
checking.

Here we see a high use of Computational Studies (76.68%), and a high use of

Trace Measures as a data source (82.21%). This reflects the percentage of papers that

include that research strategy or data source; papers reported up to three research

strategies, and up to four different data sources. We found that 48 papers reported

more than one research strategy, and 53 papers reported more than one data source.

We also found no instances of the use of an Experimental Simulation in the sample;

this was not unexpected, as replicating a specific natural environment for a participant

in a software engineering experiment is uncommon.

Computational Study was the most commonly used strategy, but the papers re-

ported on a wide variety of different types of studies that used this approach. Com-

putational Study included data mining studies, natural language processing experi-

ments, computer simulations, computational experiments to evaluate tools and tech-

niques, computational analysis of software artifacts, and computational prediction

models, to name a few. The Trace Measures used in papers also varied significantly,

with researchers reporting the use of log files, data from websites such as StackOver-

flow, datasets of software bugs, open source repositories, code comments, research

papers, and software programs such as websites and apps, among other sources.
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Figure 6.4: Data sources included in ICSE papers, corrected after member checking.

Table 6.3: Summary of corrections to research strategy classifications.
Research Strategy Initial Corrected Difference
Computational Study 193 194 +1
Field Study 8 9 +1
Field Experiment 15 15 0
Experimental Simulation 1 0 -1
Laboratory Experiment 20 22 +2
Judgment Study 13 13 0
Sample Survey 22 21 -1
Formal Theory 25 30 +5

6.2 RQ2: Why do authors choose the research

strategies and data sources they describe in

their papers?

Authors identified a variety of reasons for choosing data sources and research strate-

gies for their work, describing everything from general approaches that apply to all of

their studies, to specific factors that explained the design for the research described

in their ICSE paper. Often these reasons were intertwined, and authors mentioned

tradeoffs in balancing a variety of factors.
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Table 6.4: Summary of corrections to data source classifications.
Data Source Initial Corrected Difference
Self Reports 55 56 +1
Visible Observer 38 40 +2
Hidden Observer 2 2 0
Public Archival Records 0 2 +2
Private Archival Records 3 3 0
Trace Measures 211 208 -3
Formal/Theoretical 5 6 +1

The most important factor is choosing the best research design to ad-

dress your questions. The biggest theme that we saw in this analysis was that

authors tried to choose the research strategies that were the best fit for their research

question or topic, choosing the strategies that were “most suitable to answer our rq”

(A43) or “appropriate for this type of research” (A53).

Authors who were focused on formal or algorithmic methods indicated that pri-

marily Formal Theory and some Computational Studies were the best approaches for

their work. Likewise, authors who focused on technical research or were interested

in learning about software itself indicated that they used primarily Computational

Studies in their work, with some Formal Theory. Mostly, authors indicated that they

used these strategies to evaluate an approach, tool, or algorithm that formed part of

their research contribution. This makes sense because software engineering research

is often solution-focused and authors need to demonstrate the quality of their solu-

tions to be accepted for publication. For example, authors said that they conducted

Computational Studies “to provide real-world evidence to the motivation for our work

as well as prove [the] scalability of our approach” (A10) and to “[test] performance

against previous benchmark suites” (A45).

Other authors said they selected human-involved research strategies like Labo-

ratory Experiments, Field Studies, and Sample Surveys because they were the best

choice for addressing their questions. Their research interests varied but tended to

center around Field Studies and Sample Surveys when the goal was to understand

some aspect of developer perception or behaviour, and leaned towards more Labora-

tory Experiments when aiming to understand the effects of some tool or approach on

developer behaviour and performance. For example, one author stated that for their

research questions “the best strategy was to enter the company and investigate the

experience of professionals with the practice under study” (A31).
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Researchers want to achieve aspects of research quality through their choices of

research strategies and data sources.

One factor that authors mentioned was that they wanted to achieve some aspect

of research quality with their design. Sometimes this was one of the three criteria

mentioned in our study, with one author who prioritized control saying that they chose

research strategies and data sources to “isolate the difference between two groups with

most variables being as controlled as possible” (A15). There were also a number of

research quality goals beyond these criteria; one author said they wanted to “have

a large, varied collection of data, representative of a variety of programming styles”

(A41), while another author was influenced to design their study in such a way that

results would be “grounded in empirical data” (A4).

Data source needs to match the research strategy.

The choice of a data source was also closely linked to the choice of research strategy,

with many authors indicating that they chose their data source because it was the best

fit for the research strategy they selected. For Computational Studies, authors said

they used Trace Measures (particularly code repositories and benchmark datasets),

where authors who conducted human-involved studies indicated using primarily Self

Reports and some Visible Observer data as “a result of the study design” (A3). This

makes sense because some research strategies traditionally rely on a specific type of

data, like observations in Experimental Strategies and Self Reports for Respondent

Strategies.

“User studies would have been beyond the scope of our work” (A27)

Some authors who were focused on technical research topics also indicated that they

thought that the other strategies, ones involving active human participation, were

beyond the scope of their work and they did not see them as an option, saying that

“no human participants or empirical evaluation were necessary” (A56) and “because

we are working on algorithms [...] there is no need to conduct user study with human

participants” (A21).

As mentioned above, most of these authors used computational approaches to

evaluate approaches or tools. Some authors did indicate that they included humans

to evaluate their tools, though this was less common. For example, one author said

that they “used a controlled environment for participants to use a tool we developed”
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(A59), and another said they used “Self-reports to assess perceived usefulness” (A18)

of a tool. We suggest not only that human-involved studies are within the scope of

most of these types of papers, but that the perception that humans cannot be included

in more technical research areas could be problematic. One author pointed out that

“there is too little regard for generalizability when attempting to determine whether

technique a is better than technique b” (A47), suggesting that we should consider

including more human evaluations of tools to determine how well they generalize to

different populations of developers.

Authors are limited by participant access barriers and tempted by easily collected

data.

Many authors said that the availability of certain types of data influenced their re-

search design. Authors said it was difficult to gain access to developers and software

engineers to conduct human involved studies, and even with access to human authors,

it was very difficult to use some types of data, such as Hidden Observer data, because

of ethical concerns. One author even said that “ideally, we also would have conducted

a field experiment to answer questions regarding usability, but we didn’t have subjects

readily available with the right training” (A16). This suggests that researchers could

be discouraged from triangulating with human-involved research strategies because

of a lack of access to an appropriate population.

On the other hand, authors found it much easier to gain access to Trace Measure

data, saying it was “publicly available” (A34, 54, 17), easy to access (A53), or used

by other researchers in related work (A34). Although a few authors said that Sample

Surveys are an easy way to reach practitioners (A10), other authors explained that

they chose Computational Studies with Trace Measures because they were easier

to conduct and more efficient at analyzing large sample sizes than other research

strategies (A41, 57).

While certain pragmatic choices must be made when designing a study, choosing

research strategies and data sources to take advantage of approaches that may be

more convenient and publicly available data may be problematic. As one author

pointed out:

“I see construct validity issues in much of SE research. Just because data

is convenient or available does not mean it reveals what we are looking

for.” (A4)
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6.2.1 Summary

Overall, this shows that authors included many factors when deciding on the research

strategies they employed and the data sources they used to conduct their research.

While most authors indicated that their selection was the best fit and most com-

mon approach for their research questions, there were some problematic reasons for

choosing a research design that arose from the survey. Some authors thought that

human-involved studies were beyond the scope of their research, or chose Computa-

tional Studies with Trace Measures because the data was more convenient to access

or because it was more efficient than other approaches. This, combined with the

majority of authors indicating that their research area was technical, theoretical, or

aimed at understanding software as it exists, gave us insights on why Computational

Study is the most commonly used research strategy in ICSE papers.

6.3 Are ICSE papers a good representation of the

overall research careers of its authors?

We recognized that a single ICSE paper might not be representative of a researcher’s

entire body of work and that they might send certain types of work to different venues.

Therefore, we asked authors how often they used each of the eight research strategies

in their last five years of research according to a Likert scale. We did not specify a

publication venue, or that the research even resulted in a publication. The results

from this question are shown below in Figure 6.5.

Once again, we see that Computational Study is the dominant research strategy.

Authors indicated that Formal Theory, Laboratory Experiments, and Sample Surveys

were next on the list and that the other research strategies were much less commonly

used. The only major discrepancy between the results of the systematic mapping

study and this analysis is Experimental Simulation; I did not encounter a single case

of this approach in the sample, yet a number of authors indicated that they used this

strategy. The potential explanation for this discrepancy is that there was a miscom-

munication of the research lens, and authors were using Experimental Simulation to

refer to computer simulations, which was indicated by the author paper classification

in Section 5.4.1.
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This supports our systematic mapping study, showing that the breakdown of

research strategies used at ICSE may be an accurate reflection of the overall research

conducted by ICSE technical track authors.

Figure 6.5: Authors indicate a high use of Computational Studies in their overall
research careers, regardless of publication venue.

6.4 What about triangulation?

There is a wide variation in our understanding of triangulation as a community. For

context, I understand triangulation as “taking different angles towards the studied

object and thus providing a broader picture” of the phenomenon under study, as

described by Runeson and Höst [32]. Some authors provided us with rich definitions

of triangulation and indicated that they utilized a number of different techniques in

their work. Two examples of such explanations given by authors are:

“Triangulation means integrating different sources of evidence. You can

triangulate across data collected from different sites, using different meth-

ods, or analyzed in different ways. I do all of the above, depending on the

study.” (A12)

“Triangulation can be done: across researchers, across data sources, across

participants, across methods. Data triangulation is to ensure that what-

ever data you analyse actually corresponds to other data sources – does



69

the evidence point in the same direction? In a general sense: any form of

triangulation aims to find corresponding evidence through different means

(researchers, analysis, methods, etc.) so as to ensure reliability of a study’s

findings.” (A46)

Some authors were not as diverse or general in their explanations. Some re-

searchers only described their knowledge and practice of triangulation in the context

of their own specific research domain, particularly in the realms of experimentation

and tool evaluation. For example, an author whose work was experimental in nature

said:

“I define triangulation as reaching conclusions based on multiple data

sources and/or multiple experiments that investigate some phenomenon

using different techniques. Often.. I try to use multiple data sources when

applicable.” (A60)

This does not necessarily indicate that these authors do not understand triangu-

lation in a more general context, but they may only apply it in a certain way in their

work.

Surprisingly, a large portion of authors did not understand triangulation in the

context of research. Many even indicated that they had never seen the word before.

Some examples that we found were:

“I’ve never used this word; I’m unsure what is being asked exactly (per-

haps that answers something?)” (A16)

“I did not know about triangulation prior to this survey.” (A56)

This broad spectrum of triangulation knowledge and understanding within our

community suggests the need for education surrounding the importance of triangu-

lation, which would facilitate the use of more diverse research strategies and data

sources, compensating for the limitations of currently used techniques and increasing

the quality of our collective body of work.



70

6.5 RQ3: What is the “balance” of quality aimed

for across generalizability, control, and realism

in research published at ICSE?

To investigate a potential imbalance balance of generalizability, realism, and control

in ICSE papers we populated the segments of the circumplex according to the per-

centage of papers that included each respective research strategy, shown in Figure

6.6. Due to the high use of Computational Studies, our visualization shows a skew

towards relatively high potential for realism and generalizability, but low potential for

control. Neither criteria’s potential is fully maximized like it would be if we observed

a high number of Field Studies or Sample Surveys/Formal Theory. However, this

visualization just shows the potential for each of the three criteria, it cannot show us

whether or not the researchers actually maximized these criteria in their work.

In order to investigate the notion that levels of realism and generalizability may be

higher than control in ICSE papers, we asked authors in the survey to rate the levels

of generalizability, realism, and control in their paper. The resulting distribution is

shown in Figure 6.7. Here, we see that authors rated their own papers more highly

on realism and generalizability and lower on control. Overall, authors rated their

papers highly on all three criteria; this was expected, as the papers were published in

a top-tier conference and are likely to be of good quality, and authors are unlikely to

respond in a way that reflects poorly upon themselves. However, it is the difference

between each of the criteria that we would like to draw attention to, which supports

the balance indicated by mapping the research strategies to the circumplex.

6.6 What is the balance of our priorities as indi-

vidual researchers?

Authorss mentioned a number of factors that influence their prioritization of gener-

alizability, realism, and control in their work.

Authors think that generalizability, realism, and control are all equally important.

Many authors said that they highly valued all three criteria equally, but recog-

nize that certain trade-offs exist that make it difficult to prioritize generalizability,

realism, and control simultaneously. Those that valued the criteria equally discussed
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the different ways that you should prioritize each criterion depending on the research

strategy that you choose, which was in alignment with their position on the cir-

cumplex. They also explained how they used triangulation with different research

strategies to achieve maximization of all three criteria. One author explained that

“[prioritization] depends on the purpose and nature of the study. Control is the

point of a lab experiment. Realism is the point of a case study. Generalizability is

(sometimes) the point of a questionnaire.” (A12) This is important because it illumi-

nates the fact that authors understand these concepts without being presented with

the circumplex to explain the relationships between the research strategies and the

criteria.

Authors are concerned with achieving other research quality goals.

Some authors were more concerned with prioritizing some desirable criteria that they

value outside of our research lens. For example, one author stated that they prioritized

“rigour, reproducibility, replication and relevance” (A35) in their research rather than

the three criteria we studied. Another said they do not prioritize, but that their work

“[follows] the empiricist tradition and approach” (A55).

Control is the priority in experimental work.

Those who highly prioritized control did so because they focused primarily on exper-

imental work, because “if you cannot control the variables, the experiment result is

meaningless.” (A39) Other reasons for prioritizing control were because of increased

reliability, applicability, or accuracy, with authors stating “I prioritize C because it

makes the results of my experiments more reliable” (A42) or “without control, it is

not clear where [the research] is applied” (A32).

Long term impact and applicability calls for generalizability.

Those who prioritized generalizability were primarily concerned with long-term im-

pact and applicability of their tool to populations outside of their own study. For

example, one author said that it is “important to make sure that the approach could

generalize for subjects beyond the current study to ensure the applicability of the

approach” (A22). Authors were also concerned with generalizability because of pub-

lication, saying that “if an approach is not generalizable, it makes no sense to others”

(A14) and “that’s what reviewers easily criticize” (A19).
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Realism needs to be maximized to solve industry problems.

Those who prioritized realism tended to have relationships with industry and were

concerned with creating solutions to real-world problems that could be adopted by

their industrial collaborators as well as other developers with similar issues. For

example, one author said “realism comes first. Given that I work [in] an industrial

research lab and all my research needs to help practitioners in the real-world daily

work” (A10). Another explained that “I need to have impact on the process and save

money for the company. Not being realistic means I will have zero impact” (A31).

There are perceived relationships between the criteria.

Another reason why authors may have prioritized generalizability and realism over

control is the perception that realism is related to generalizability. Authors believed

that realism was necessary to judge generalizability, and that control had to be judged

separately. For example, one author stated that they believe “realism is an important

contributor to generalizability; the two are not orthogonal” (A9), with another stat-

ing “control is often in opposition to the other two, necessitating different types of

studies” (A28). This perception of relationships between the criteria points at a lack

of community consensus and shared understanding surrounding the three research

criteria in software engineering, as these criteria were not linked this way in Runkel

and McGrath’s original circumplex model [33].

First realism, then generalizability, then control comes last.

Additionally, many authors prioritized two criteria together over another. Over-

whelmingly, authors were most concerned with realism first, and then either included

generalizability out of a desire to create an approach that could be adopted outside

of the developers they studied, or they occasionally included control to ensure that

their experimental results would reflect the reality of software development. This

aligns with the results of our systematic mapping study, where the circumplex was

imbalanced towards a prioritization of realism and generalizability.
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6.7 What do we perceive as the priority of the

research community as a whole?

There were some authors who did not perceive a particular bias in the research com-

munity towards any specific criteria, but most perceived some form of community

bias towards one criteria or another.

There may be a historic bias in the community towards control.

A few authors saw a bias towards control in the community in the form of highly

controlled laboratory experiments, primarily using student developers that may po-

tentially lead to invalid results (A9). This is also suggested by the literature, where

Salman, Misirli, and Juristo found that student developers perform differently com-

pared to professionals, particularly when they need to follow a development approach

that is new to them. [34]

One author saw a problem with the prioritization of control, saying that “there

often seems to be a bias towards control and experimental rigor, which sometimes

makes it harder to build less controlled and naturalistic studies” (A28), suggesting

that this bias may make it more difficult to publish Field Strategy work. One author

pointed out that this issue may be in the past, saying:

“The former over-emphasis on control (controlled experiments as nearly

the only acceptable form of empirical evidence) that existed in the 1990s

has disappeared; that’s good.” (A26)

This may be due to software engineering’s roots in computer science and engineer-

ing, where traditional, controlled experiments are dominant. This bias on control may

be lessening as we continue to introduce more research methods from social science,

where control is not always the highest priority.

The solution-focused nature of software engineering means a bias towards realism.

Now, our community priorities appear to have shifted away from control. With the

widespread adoption of empirical research techniques and increasing collaborations

with industry partners, highly realistic and generalizable research is coming to the

forefront. Some authors saw a bias towards realism, and this could be due to the

solution-focused nature of software engineering, the need to have a practical impact,

and close ties with industry members. Authors pointed out some reasons why this

may be problematic, stating:
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“SE researchers are not interested in “boring” research; they are very

solution-focused. As a result, fundamental research does not get done in

my opinion, because it requires giving up realism for control.” (A3)

“I think in the last decade there is a growing and strong bias towards

realism. It is a strength but also a weakness: bias towards short term

impact, bias towards solutions that work although nobody cares why,

results overfitting available data.” (A42)

I elaborate on these comments further in Chapter 7.

Reviewers demanding generalizability means authors have to shift their focus.

The most pervasive opinion we found through this analysis was that there was a

bias towards generalizability in the software engineering community, particularly with

regards to the reviewing process. Authors perceive that generalizability is too heavily

emphasized by reviewers because it is easy to criticize in papers, even if work is highly

realistic or controlled (A19, 28). Authors thought this was leading reviewers to have

“totally unrealistic expectations regarding generalizability” (A26) and sample size,

and one author said:

“Generalizability is highly demanded by reviewers. This is why there is

an increasing number of subjects (software systems and developers) in

studies over the last decade.” (A34)

Thus, in order to publish, authors think that they need to include larger and

larger sample sizes in their work, beyond what is really necessary, making research

more costly and time-consuming to conduct.

6.8 Summary and Important Takeaways

I summarize the findings by restating the answers to the research questions, as well

as identifying some key takeaways from our analysis.

6.8.1 RQ1: What research strategies and data sources are

described in research published at ICSE?

We found that ICSE papers contained far more Computational Studies (76.7%) than

any other research strategy. We did not find a single instance of an Experimental
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Simulation within the sample, and we also found that Field Studies were very uncom-

mon. We also found that there was a very high use of Trace Measure data (82.2%)

compared to other data sources, though there were many papers that reported using

Self Reports and Visible Observer data to inform their research.

We investigated the possibility that researchers were triangulating Computational

Studies with Trace Measures with the use of other research strategies and data sources,

and we found that only 18.9% of the papers in our sample reported more than one

research strategy and 20.9% reported more than one data source. While some authors

indicated that they used different forms of triangulation in their work and that it was

a priority for them, 28.3% of our authors said that they did not understand the

concept of triangulation in the context of research.

6.8.2 RQ2: Why do authors choose the research strategies

and data sources they describe in their papers?

Mostly, authors chose the methods that were the best fit for their research question.

This helps us to understand why we saw so many Computational Studies and so much

Trace Measure data; most of our authors said that they studied a topic area that was

technical in nature, and Computational Studies using Trace Measure data are often

the most appropriate choice to answer technical research questions. Likewise, the

authors who were interested in research questions and topic areas around human

behavior used research strategies and data sources that included more active human

involvement.

However, we also found a number of reasons for choosing research strategies and

data sources that were problematic. Access to data and ease of use were some of

the factors that played into authors’ decisions. Authors also indicated that a lack of

access to developers made it harder for them to triangulate their research through

studies that involved active human participation.

6.8.3 RQ3: What is the “balance” of quality aimed for across

generalizability, control, and realism in research pub-

lished at ICSE?

Both the systematic mapping study and the survey indicated that ICSE community

may be biased towards prioritizing realism and generalizability over control. Mostly,
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authors recognized the connection between research strategy choice and generaliz-

ability, realism, and control, and prioritized the criteria that are most appropriate

for their research strategy. However, as individual authors, many often prioritize re-

alism out of a desire to have practical impart or to satisfy the demands of industry

stakeholders. After prioritizing realism, authors indicated that they also needed to

prioritizing having high generalizability to satisfy unreasonable reviewer demands to

be accepted for publication. After prioritizing high generalizability and realism, it is

unreasonable to expect an author to also produce highly controlled research.
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Figure 6.6: This figure shows that there appears to be a shift towards realism and
generalizability, and away from control.



78

Figure 6.7: Authors indicated that their papers are higher in realism, closely followed
by generalizability, and lower in control.
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Chapter 7

Discussion

In this chapter I discuss the implications of our findings, identifying issues for com-

munity reflection, discussion, and action.

7.1 RQ1: What research strategies and data sources

are described in research published at ICSE?

As mentioned in Chapter 6, I found a high use of Computational Studies and Trace

Measures in software engineering. Using the Computational Study approach has

some real benefits; it may be more efficient than other approaches, allow for the

analysis of large amounts of data, and allow us to test our tools and approaches

“objectively” against benchmarks that demonstrate that they improve on state of the

art approaches. However, they also have their drawbacks; when using a computational

approach, it is difficult to truly understand the social factors that cause the behaviours

we measure. As a sociotechnical research domain, humans play a major role in many

of the phenomena we study, and taking social factors into account is key to developing

an understanding of these phenomena.

Like Computational Studies, Trace Measures have certain benefits and drawbacks.

They show traces of human behavior that are not influenced in any way by the knowl-

edge that the traces would be used for research purposes. Particularly in software

engineering, it is often easy to access very large amounts of this type of data, making

it easier for researchers to study a wide variety of issues without having to spend a

significant amount of time collecting new empirical data. Similarly to Computational

Studies, the major drawback to the use of this type of data is that it does not eas-
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ily allow for the understanding of the social and contextual factors that led to the

data’s creation [2], and researchers cannot exert control on the creation of new data

to observe potential changes in behavior.

While it is possible to triangulate with additional research strategies and data

sources to make up for these limitations, our results indicated that this is not as

common of a practice as one might think; the vast majority of the papers in our sample

reported only one research strategy and source of data. Additionally, 17 out of our 60

participants indicated that they did not understand the concept of triangulation in the

context of research. Triangulation is an important research concept and incredibly

powerful tool for increasing aspects of research quality, and I identify this lack of

triangulation knowledge within the research community as potentially problematic.

While the drawbacks associated with Computational Studies and Trace Measures

may be acceptable at the individual study level, I suggest that these limitations may

become problematic when they are associated with a large portion of our collective

research output. This issue could be mitigated by triangulating these studies with

complementary research strategies and data sources, but without a strong community

understanding of triangulation, this is not possible.

What should we do about it?

To address these issues, I call for action from the community. First, I suggest that

we need to further investigate the role of triangulation in the software engineering re-

search community. A replication of the methodology used in Siegmund’s investigation

into internal and external validity in the software engineering research community [42]

to understand triangulation would be an excellent avenue for future work. Once we

have an understanding of the community’s understanding and perceptions of trian-

gulation in software engineering, we will be able to identify the scope of the lack of

triangulation knowledge identified in our study, and hopefully, identify the root causes

and suggest possible solutions. If we find that the issue is widespread, I suggest that

we change the way we educate new software engineering researchers. Incorporating

lessons about triangulation into our graduate school curricula would help to increase

overall awareness of the benefits of triangulation in research, and hopefully lead to

new researchers using more diverse research techniques in their work.

Second, I suggest that community members should diversify the research strate-

gies and data sources they include in their work. I do not wish to suggest that there

is anything wrong with any of the ICSE papers included in our sample; however,

the inclusion of more active human participation in our research, both by triangu-
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lating computational work and as standalone studies, would help us to address and

understand more of the social factors that affect software development. This diversi-

fication will help to increase the levels of generalizability, realism, and control in our

research output as individuals, as well as the community. Additionally, it would help

to strengthen our collective understanding of the social factors that influence software

development.

7.2 RQ2: Why do authors choose the research

strategies and data sources they describe in

their papers?

I found that participants primarily chose the research strategies and data sources they

used in their papers based on what they thought was the best fit for the research

question; However, they were also influenced by some factors that are potentially

problematic. They were tempted to make use of data sources that were publicly

available and to choose methods that were efficient or easy to use. While it makes

pragmatic sense to work with the data that is available to you and easy to use, I

suggest that this should not compromise the approach of choosing the best methods

to answer your research question. Just because data is available, or an approach is

efficient, does not mean that it is the best fit to answer the research question.

Participants also faced barriers accessing developers to participate in their studies,

and this prevented some of them from including active human participation in their

work. This is problematic, as access to naturalistic settings and human participants

is key to diversifying the research strategies and data sources we use in our work and

generating knowledge about the social factors of software development.

What should we do about it?

To address this issue, I call for more members of the research community to

engage in a collaborative discussion with industry to find ways to enable more col-

laborations to our mutual benefit. Removing barriers to participant access could

empower researchers to diversify the research strategies and data sources that they

use in their work, helping to alleviate the issues created by a heavy emphasis on the

use of Computational Studies and Trace Measures. Additionally, I speculate that

further cooperation with industry would help us to better align our research projects

to solve real development problems, which was a high priority for our participants.
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I also suggest that as individuals we must think more critically about the factors

that influence the design of our studies. We must strive to not simply answer our

research questions, but to design our studies using the techniques and data sources

that will provide us with the best possible answers. This may not always be the

easy choice, and it may require more work and resources to conduct our research this

way, but the insights we produce will be more valuable in the end. Reviewers cannot

determine whether we took the path of least resistance or chose the best possible

option available from our papers alone, so the onus is on each of us to ensure that we

strive to make the most appropriate choices in our studies. As one of our participants

said, “just because data is convenient or available does not mean it reveals what we

are looking for.” (A4)

7.3 RQ3: What is the “balance” of quality aimed

for across generalizability, control, and realism

in research published at ICSE?

This research illuminated issues with bias in software engineering, where we are pri-

oritizing realism and generalizability in our research over control. While we recognize

that it is best to prioritize the desirable research criteria that have the best potential

for maximization according to the research strategies that we are using, we prioritize

realism to provide solutions to industry problems, and we prioritize generalizability

because we are beholden to reviewer demands for increasingly large sample sizes.

This prioritization may have an effect on our collective research output. Our par-

ticipants speculated that our current prioritization “is a strength but also a weakness:

bias towards short-term impact, bias towards solutions that work although nobody

cares why, results overfitting available data.” (P60) By neglecting to address control

through the use of a diverse set of research strategies and active human participa-

tion, we may not be conducting enough fundamental research (A3) or research in

the field that would ground our solution-focused research studies in theory. I suggest

that this has the potential to slow our ability to progress as a research community

because understanding why our tools and approaches work would help us to create

better solutions to problems much more quickly.

What should we do about it?
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First, perhaps we can investigate the dissonance that exists between our priorities

as paper authors and our perceptions of reviewers’ priorities. Paper reviewers are

authors themselves, so reviewers probably have the same preferences as authors, and

some other phenomena is causing this problem. Participants already suggested that

the possible cause could be that reviewers are overworked, and that generalizability

really is easier to criticize in a research paper than realism or control. I believe that

studying this issue could help us to identify the causes of this problem so we may

address it.

I speculate that this problem is caused by a lack of time available to review

papers, as well as an inability to know how to properly review every paper; there is a

myriad of research methods available to a software engineering researcher, and so it

is unreasonable for a reviewer to be well versed in all of them. I suggest that if these

are the factors that are causing researchers to perceive that reviewers are focused on

generalizability, that we must change our reviewing process to ensure that reviewers

have enough time to review papers and that reviewers are only assigned papers that

follow techniques that the reviewer is comfortable assessing due to their own previous

experience with that type of work.

Solving this reviewing issue may further encourage researchers to include more

active human participation and industry involvement in their work and diversify the

research strategies and data sources reported at ICSE. This is because researchers

would not feel as pressured to include incredibly large sample sizes in their studies to

achieve generalizability, therefore enabling for the use of more field and experimental,

and respondent strategies.

Finally, I feel we need to engage in a community discussion about our goals for

the future of software engineering. I do not suggest that our bias towards realism

and generalizability is a problem by itself, but I do argue that our prioritization of

desirable research criteria should reflect our shared values and goals for the future of

software engineering and be based around careful consideration of the benefits and

drawbacks that result from these biases. If the research community believes that this

prioritization reflects what we want to see for the future of software engineering, then

there may be no need for drastic change. However, if we see a bias towards realism

and generalizability as being in conflict with our vision for the future of our research

field, then we must then also discuss the changes we need to make moving forward to

shift the balance of the three desirable research criteria that aligns with our values.

I suggest that perhaps we could create publication venues and conference tracks that
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provide a better avenue for under-represented research that addresses social factors

in software engineering, enabling researchers to conduct and publish more diverse

research that will move us forward in our understanding of the sociotechnical aspects

of software development.

7.4 Understanding Research from a Social Per-

spective

One limitation of the research lens in software engineering is its theoretical underpin-

ning. The adapted models we used in this research may not work for all researchers

in software engineering, and their applicability may depend on the worldview of each

individual researcher. They should apply well to work conducted by empirical re-

searchers in software engineering that include considerations for human factors in

their work. A researcher who does not view software development as a sociotechnical

process may struggle with the use of this lens. If you do not see the social aspect of

software engineering as a crucial factor in understanding software development, you

are unlikely to agree with the premise of discussing research as it relates to social

processes.

For example, there are two ways of understanding realism. From the social per-

spective, this refers to the realism of the natural, social context under which data

is gathered, and the applicability of the findings from this data to real-world social

processes. From a more general or technical perspective, this means the realism of

the natural context under which data is gathered and the applicability of the find-

ings from this data to some aspect of the real world. Take, for example, a software

development tool that is designed and evaluated through computational experiments

using a large set of software repositories as a data source. This work would likely be

very realistic in the sense that they used real code to design and evaluate their tool,

and the tool is likely to be very applicable to other repositories of a similar type.

However, this study would likely be lower in realism from a social perspective, since

they did not account for the humans that created the code they used to design the

tool, and they have not evaluated the tool in such a way that would allow them to

make any claims about how applicable the tool is to the social process of developing

software.
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In this way, I suggest the majority of the Computational Studies that we observed

do not actually maximize realism or generalizability with regards to the social aspects

of software engineering. They may be very realistic and generalizable with respect

to the behavior and nature of software, but understanding software is entirely dif-

ferent from understanding developers. To truly maximize realism of social contexts,

researchers would need to conduct naturalistic Field Studies that address contextual

social factors. Truly maximizing generalizability to a population of human actors re-

quires conducting Sample Survey research on representative populations that lead to

generalizable findings or developing theories of human behavior based on previous

empirical work. While the findings of this research may suggest that we prioritize

realism and generalizability over control, we may not actually be producing much

work that is highly realistic or generalizable with respect to the populations, human

behaviors, and social contexts associated with software development.

I suggest that as a community we should engage in a discussion about gener-

alizability, realism, and control with regard to both technical and social factors of

software development. It is important that we recognize the difference between the

levels of these criteria respecting both software and developers; both are valuable for

software engineering research, and both deserve equal attention in the community.
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Chapter 8

Limitations

As I discussed previously throughout the thesis, no study is perfect and every method-

ological choice has both benefits and drawbacks for overall research quality. In this

chapter, I identify limitations and threats to validity associated with this research,

why the benefits of these choices justify the risks and the measures we took to mitigate

potential issues and biases through the research design.

8.1 Threats to Construct Validity

As this work adapted a research lens from another domain, focused on behavioral

research, and from a different time period, there are limitations to how it can be

applied and understood in the software engineering research domain.

8.1.1 Complexity

In addition to the limitation of relying on a specific worldview, this research lens is

very complex and may be difficult to grasp in its entirety. While it is easy to learn the

research strategies and data sources at the surface level, it is difficult to understand

the research lens well enough to apply it to your own research design process, and

even more difficult to apply it to the work of others.

One reason it is so complex is that there are a number of details and characteristics

associated with each strategy, and you must consider all of them when categorizing

research. Some study designs may have characteristics that suggest it could be catego-

rized in more than one way. For example, a Laboratory Experiment used to evaluate

a tool could also include asking a number of questions to authors about their expe-
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riences with the tool, much like what is done in a Judgment Study. However, the

specific and controlled context of the laboratory environment and the setup of the

tasks indicates that this is a Laboratory Experiment, not a Judgment Study. Rather

than forming their own strategy, these questions would instead be a form of data

source triangulation and a way of explaining experimental results within the Labo-

ratory Experiment. Distinctions like this are difficult to make without first spending

a lot of time learning how to properly apply the models to research papers. I believe

that this contributed to the discrepancies I saw between my categorizations and the

categorizations of authors discussed in Chapter 6.

There is also no common taxonomy for describing research, which further com-

plicates the task of analyzing a research paper based on this lens. These models

are not commonly used to describe a research approach, and most of the papers we

analyzed did not use these terms at all or used some of the terms in a different way.

For example, researchers used the term “field study” to refer to a number of different

techniques at different levels of abstraction, which means that you cannot rely on

author self-categorization to determine the research strategies or data sources used

in a paper. To apply this research lens to software engineering it requires significant

effort to properly understand the lens, which limits its ability to be widely used by

the research community.

8.1.2 Purely Technical Research

As this model was created for human and behavioural research, it does not easily

capture the intricacies of more technical and mathematical research. As a sociotech-

nical domain, technical, algorithmic, logical, and mathematical research forms a large

portion of our collective research output. Our research shows that, overwhelmingly,

this research is conducted using Computational Studies and Formal Theory strate-

gies because of the technical nature of the research itself. Our research lens does not

capture the intricacies and diversity of these types of studies, as it is concerned pri-

marily with showing the differences between different strategies used to understand

human behaviour in software engineering rather than technical aspects. One major

limitation of this research lens is that it may not be the best choice for discussing

highly technical sub-communities in software engineering. In these cases, I would

recommend using models designed for technical research, either on their own or in

addition to our research lens. For example, Kagdi, Collard, and Maletic [16] present
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a taxonomy for describing software repository mining studies. Ambreen et. al. [1]

conducted a systematic mapping study of primary studies in the requirements engi-

neering community, classifying papers based on the types of methods they reported.

Many software engineering papers are solution-focused, so Wieringa’s Design Sci-

ence Methodology [58] could be a good choice for understanding technical research

that centers around the design of a new tool or technique. For research on cloud

computing, Souri, Navimipour, and Rahmani [49] present a taxonomy for verifica-

tion approaches in cloud computing. For a more general taxonomy, The Guide to

Advanced Empirical Software Engineering [41] provides a number of guidelines for

empirical research in general that may be helpful for understanding and describing

technical studies in software engineering, particularly when designing a study.

8.1.3 The Impact of Technological Advancements

The original models of research strategies and data sources were published in 1972,

and reflect the reality of behavioural research at that time. Since then, the develop-

ment of new technologies has changed not only the way we conduct research, but also

the social contexts that exist in society. This means that there are some fringe cases

where new technologies create situations that may challenge the use of the models

when understanding and classifying research.

One example is the use of new technologies by researchers to gather participant

data. When the original models were created, it was much more difficult to gather Self

Reports or observational data from human participants for research purposes than

it is now. Researchers had to recruit participants, distribute surveys, and conduct

interviews, experiments, and observations in person, through the mail, or over the

phone. Conducting research this way is time-consuming and expensive, and this

can limit a research project’s scope due to resource constraints. Now, researchers

can send online questionnaires to participants via email and conduct face-to-face

interviews through video calling services such as Skype and Google Hangouts. This is

the same for many forms of participant observation as well, where software engineering

researchers can use tools for eye tracking, mouse tracking, and video streaming to

observe participants and their development behaviour remotely. All these technologies

mean that researchers can now conduct research “in the field” without ever entering

the building, but make it more complicated to distinguish between Field Strategies
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and Experimental or Respondent Strategies because the researcher no longer has to

physically enter a natural environment to follow a Field Strategy.

The adoption of distributed software development is another technological ad-

vancement that complicates the classification and understanding of social research in

software engineering. In these contexts, developers are distributed across various lo-

cations, communicate through a series of technologies such as email and online team

communication channels like Slack, and conduct their work remotely. This means

there are two “natural settings” for a developer in a distributed team; their physical

environment and the team’s virtual workspace. A researcher studying this population

could study a distributed team’s physical setting, observing how individual developers

conduct their work in their homes or offices. Alternatively, a researcher could study

their virtual environment by observing the team’s communication and development

tools. Virtual communities did not exist when the original models were created, so

the definition of “natural setting” is complicated when applying them to modern

research.

We addressed these issues in our adaptation of the models. Initially, we intended

to apply the original circumplex model as literally as possible, considering a natural

setting to be a physical place, as it was not possible to have a virtual setting or

conduct field research remotely when the models were designed. As discussed above,

this view was limiting and did not accurately capture the realities of research that

is heavily influenced by these technological advancements. We then changed our

adaptation to reflect the spirit of the models rather than the literal definitions and

broadened our description of “natural setting” to include virtual environments, and

allow for researchers to gather “field” data remotely.

This is a limitation of our adaptation of the circumplex model, as it is one in-

terpretation of the model and has its drawbacks. There is a strong case for why

collecting participant data remotely should not be considered the same as in-person

observation and self-reporting. For example, when interviewing participants remotely,

a researcher might not be able to observe and note contextual factors about the par-

ticipant’s setting that might be influencing their responses, intricacies in tone and

body language could be lost through poor connectivity, or the researcher may not be

able to establish a relationship with the participant as easily as they could in person.

This would hurt the researcher’s ability to understand important contextual details

that are necessary to maximize realism in a Field Strategy. However, there are up-

sides to the use of this technology that can improve the quality of fieldwork conducted
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remotely. For example, a researcher conducting interviews remotely may find that

they are able to interview a more diverse and larger group of participants by removing

the resource constraints associated with physically meeting with a participant.

Another new technological advancement that complicates the use of this lens is

the proliferation of “big data” resources. When the models were originally created,

Trace Measures and Archival Records typically weren’t digitized, nor were very large

amounts of data available that could be easily analyzed as part of a research project.

Now, aspects of human behaviour are constantly recorded by various organizations,

leading to the creation of massive data resources that can be analyzed for the pur-

poses of research. We also have far more powerful computing resources than in pre-

vious decades, and new analysis techniques and algorithms that allow researchers

to conduct complex analyses of big and thick data relatively cheaply compared to

traditional manual analysis. These data sources often contain large amounts of con-

textual data, allowing researchers to harness big data to achieve significantly higher

realism in Computational Studies than ever before. This means that when applying

the research lens, Computational Studies that analyze big data about human be-

haviour may have a higher potential for realism than other Computational Studies,

and they can achieve that realism by harnessing the power of thick data to include

rich contextual information as part of their findings.

In applying these models to software engineering, we must be careful when we dis-

cuss research that studies social contexts that are heavily influenced by technological

advancements and consider the benefits and drawbacks to using new technologies to

conduct our research. Using technologies can help us to reduce resource constraints

that could keep us from studying important phenomena in software engineering, but

they have limitations compared to in-person research methods that should be care-

fully considered.

8.1.4 Miscommunications

During the analysis of the survey, particularly the analysis of author classification of

research papers, it became clear that the research lens was not adequately communi-

cated to all the authors. This was not unexpected, as I understood that the research

lens is very complex and it would be difficult to convey to authors in a succinct man-

ner. It was unreasonable to expect that authors would read the entire description

of the research lens to participate in the survey, so I had to abbreviate the descrip-
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tion of each research strategy and data source down to its most basic and defining

characteristics, as well as create a simple description of each of the three desirable

research criteria. This introduced the possibility of confusion because there may not

have been enough details for some authors to properly understand the research lens

before responding to the questions. This was particularly apparent with Experimen-

tal Simulations getting confused with Computational Studies and Formal/Theoretical

as a data source being mistaken for a term to describe work that had an algorithmic

component.

The terms used in the research lens are not entirely new, and the terms may al-

ready have had meaning for authors and introduced further confusion. For example,

authors were likely to go into the survey with their own understanding of “control”

in the context of research. These preconceived notions may have affected the au-

thors’ perception of the terms, even after having been provided with definitions. This

seemed apparent with regards to control; we described it explicitly as having to do

with control over measurement of human behaviour, but some authors appeared to

understand it as control over measurement of any behaviour; human or software.

These misconceptions are a limitation of the survey because it introduces doubt as

to whether we correctly understood author responses in our analysis.

To mitigate this issue we conducted member checking, which proved to be very

helpful and allowed us to confirm our findings without reliance on the terms in the

research lens. However, it should be noted as a limitation that some of the original

quotations from the survey may reflect a different understanding of the research lens.

8.2 Threats to Internal Validity

As many of the tasks associated with this research were conducted alone by a single

researcher, there are few threats to internal validity associated with different forms

of bias.

8.2.1 Potential for Researcher Bias

One limitation of this study is the potential for researcher bias during the paper

classification process, as I classified research papers alone. In anticipation of this issue,

we took some measures to mitigate this possibility. First, developing the research lens

was a team effort, where we explored and discussed the papers, often reading the same
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paper together to understand how to best apply the models to software engineering.

Through this process, we attempted to ensure that my understanding of the research

lens reflected our shared understanding and that I would classify the papers in the

same way as other team members. I completed the paper classification task without

any reference to previous classifications to ensure that I was not biased by my initial

classification and considered only the paper itself and a shared understanding of the

research lens.

We further mitigated potential research bias by including author classifications as

a means of calculating a form of inter-rater reliability. This was in order to determine

if there was a shared understanding between myself and the authors of the papers,

who were likely to know and understand the work best. However, through the survey,

it became clear that issues of miscommunication and other factors made it difficult

to determine how well my classifications actually aligned with author perception of

their own research. I conducted member checking wherever possible to determine if

there was a common understanding of the work (without reliance on the research lens)

presented in the paper that was shared by myself and the author, in which case my

classification would be considered valid. This practice would have been more valuable

if it were possible to create a shared understanding of the research lens between myself

and the authors, and have the authors re-classify their work, as that would be a more

objective way to determine agreement.

This classification was not free from the potential for researcher bias, but we took

a series of steps to reduce this possibility. It may be a useful exercise in the future

for another researcher to conduct a replication of the systematic mapping study to

see if our disagreements suggest an inherent bias in my work.

8.2.2 Author Perception

As with any survey, this survey has certain limitations associated with author percep-

tion. First, the survey’s sample may be biased by an over-sampling of authors with

an “axe to grind” with the research community. Most authors seemed to indicate

that they perceived some sort of issue with the research community in the latter part

of the survey, so this may have been the case. Oversampling of extremes (highly

positive opinions, highly negative opinions) is a common limitation to surveys. In

this case, an oversampling of researchers with “issues” to discuss may have helped
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to identify problems within the community that may not have been clear had the

sample included more neutral authors.

Additionally, the survey’s findings may be biased because authors are unlikely to

respond in a way that reflects poorly upon them. This is another common limitation

of surveys and may have affected the responses to a few questions in particular. For

example, when asked about the levels of each of the three criteria in their research

papers, authors responded positively on average, with few authors saying that their

paper was “low” or “very low” in any of the three criteria. We speculate that authors

may have also overestimated their use of certain research strategies over the previous

five years of their research career in an effort to appear experienced in a more diverse

set of research strategies. The findings should be considered limited to the responses

of authors relative to their responses for other categories in the same question, rather

than the levels of the individual responses themselves.

8.3 Threats to External Validity

As this research focused on a particular sub-community of the software engineering re-

search domain, there are a number of potential threats to external validity associated

with this work.

8.3.1 Sample Selection

One limitation to the systematic mapping study is the selection of just three years

of ICSE technical track papers as the sample for classification. Choosing a different

sample likely would have produced different results, and below I discuss how a different

research sample would have affected the findings.

First, by selecting only three years of proceedings, it is not possible to show trends

over time in the research community. The sample contained 253 papers, which was a

large sample of research papers for analysis. Had I analyzed more years of proceedings,

the findings may have shown that the research community is diversifying its use of

research strategies and data sources over time to become more balanced, rather than

just suggesting that there is currently an imbalance. There were a number of reasons

for doing this:

• It was not our intent to suggest anything about how we may be changing as a

community over time, but rather to show our current reality.
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• Classifying 253 papers was already a very time intensive activity that could not

be rushed for fear of missing crucial details.

• Integrity of author memory and author access; the further we went back into

historical proceedings, the higher likelihood that authors would no longer be

available, such as a student author getting a job as a developer in industry and

no longer providing a current public email address. Additionally, earlier years

of ICSE proceedings reflect work that happened further in the past, and author

could forget the details of their work when classifying their papers. This would

have caused issues with our validation phase for the systematic mapping study,

as it would have introduced doubt as to the integrity of author classifications.

Second, there is a limitation associated with the inclusion of only technical track

research papers. ICSE has a number of tracks, such as New Ideas and Emerging

Results (NIER), Software Engineering in Practice (SEIP), and Software Engineering

in Society (SEIS). These tracks may have produced a different and more varied distri-

bution of research strategies and data sources. For example, NIER calls for new ideas

and welcomes research that employs strategies and methods that are less common.

SEIP and SEIS also focus more on the human aspect of software engineering, and

how tools help practitioners and affect broader society, and may have included more

human-involved research strategies and data sources. This means that the inclusion of

additional tracks of ICSE may show a difference in the findings towards the inclusion

of more active human involvement in research.

Third, there is a limitation associated with the choice of ICSE as our target

venue. Similarly to choosing other research tracks for our sample, our findings likely

would have changed if we had selected a different publication venue. Anecdotally, it

has been mentioned to the research team by other members of the community that

Foundations of Software Engineering (FSE) may have proved to be more imbalanced

towards Computational Studies and Trace Measures, where venues such as Empirical

Software Engineering and Measurement (ESEM) may have been more distributed

and contain more examples of work that involved active human participation. This

is a limitation to our work, and it is important to note that the findings from the

systematic mapping study are limited to the ICSE community.

Finally, there is a limitation associated with selecting only papers that had been

accepted for publication. It would have been interesting to see if there is a correlation

between choice of research strategy or data source and rate of publication, but this
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data was not available to us. This work reflects only research that was accepted for

publication, not the broader context of research that was conducted and submitted

regardless of acceptance or rejection.

8.3.2 Participant Selection

We focused on contacting first authors and only invited subsequent authors to partic-

ipate if the authors before them in the author list could not be contacted, which may

have introduced a bias into our sample. First authors are typically the researcher

who conducted the majority of the work, which is often a graduate student. This

is reflected in our participant population, where around half the authors indicated

that they were university students at the time they conducted their research. This

may have introduced bias, as students may have been less exposed to the software

engineering research community, and thus have less experience on which to base their

responses to the survey. Students may also be less likely than more experienced re-

searchers to understand triangulation, which could have biased the responses towards

misunderstandings of triangulation.

While this may be a limitation of the survey, this participant selection technique

was the best choice given the alternatives. It would have been inappropriate to invite

every author of each paper to participate in the survey, as it would have introduced

multiple (possibly contradictory) perceptions of the same paper, which would have

complicated our ability to compare my classification of the research papers with that

of the authors. Additionally, many authors published multiple times at ICSE, with

more prolific researchers appearing more than five times in three years of proceedings.

It would be unrealistic to ask an author to respond to the survey for five separate

papers, and it would introduce ethical concerns by bothering authors with repetitive

email invitations. It was also not possible to assume, other than the first author,

who would be best qualified to answer questions about the research, as there are

different conventions and preferences associated with author ordering. While there is a

limitation associated with primarily inviting first authors to participate in the survey,

it should be noted that alternative choices likely would have been more problematic.

I also recognize that my status as a student with a supervisor that is highly

regarded within the research community may have influenced some authors to partic-

ipate in the study as a favor to her, or that their responses may have been influenced

to impress her; likewise, it is also possible that some authors declined to partici-
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pate based on their opinion of my supervisor, or were negatively influenced in their

responses based on their relationship.

8.3.3 Excluded Viewpoints

As discussed in Section 8.3.1, we did not look at rejected papers in our systematic

mapping study, and thus we did not include authors whose papers were rejected

from ICSE during the same time period. This may have impacted the findings from

the survey because these authors may have very different opinions about research

community bias, especially because their work was rejected. These authors also may

have been able to bring insights to the findings about the types of reviews they

received on their work, and why they perceive that their work was rejected. This

would have been a very valuable piece of analysis to include in our work, however,

it was not possible to contact these authors to participate, as information about

rejections and rejected papers is not available for ICSE.

Another viewpoint that we did not include in the survey is that of the paper

reviewers. The survey asks authors about their priorities when conducting research

and their perception of the community. We also show work that was published,

but not work that was rejected. This places limitations on this research in terms of

understanding what can, and what cannot be inferred about reviewer priorities from

the findings. Authors perceive that reviewers are focused on generalizability, however,

reviewers of papers could be much more concerned with other issues when they review

papers. The distribution of research strategies and data sources used in the papers

that were accepted may or may not reflect reviewer priorities; without asking the

program committees from the years that we sampled, it is not possible for us to

make inferences about what reviewers actually value when it comes to accepting and

rejecting research papers. This suggests that sampling reviewers and rejected authors

and investigating these issues would be a good avenue for future work.

8.4 Addressing Limitations in Existing Work

As discussed in Chapter 3, Stol and Fitzgerald [50] also applied Runkel and Mcgrath’s

circumplex model to software engineering, but there were some limitations to their

work. Our research addresses some of the issues and limitations of their paper by
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addressing the topic from a sociotechnical perspective and extending the work through

the use of a systematic mapping study and a survey.

Stol and Fitzgerald’s interpretation of the circumplex model, in its application to

software engineering, considers that an “actor” could be more than just a person or

social entity; Stol and Fitzgerald detail how the actor under study could be either

a human/social entity or a software system. They describe how one could conduct

Sample Surveys or a Field Study on a software system, saying that researchers could

conduct a data mining study of repositories and that this would fall under Sample

Survey. This is an important distinction, as the original circumplex model was de-

signed for human and behavioral research, in which case the actors would have to be

people or other social entities.

This has implications for the rest of the work; the three desirable research criteria

in this work refer to both social and technical contexts simultaneously, rather than

from a purely social perspective like the original model. In their work, a Sample Sur-

vey of GitHub repository mining would be considered highly generalizable as it would

likely generalize well to other repositories, but this says nothing about the social de-

velopment contexts that resulted in the creation of the repositories themselves. From

a sociotechnical perspective, this could be problematic, as it allows for researchers

to abstract the developer out of a software development context and make the same

claims about aspects of research quality as a study that considers developer behavior

and perception.

To address this limitation, we established that actors could only be human or

social entities, meaning that our lens shows a clear difference between strategies where

humans are included and instances where human participation is not part of the

research design. Stol and Fitzgerald also do not include any other complementary

models from Runkel and McGrath’s work, like their description of different data

sources and their benefits and drawbacks when included as part of a research design.

We included their model for understanding sources of data, as we found it was another

complementary measure to show what types of human participation were included

as part of the research strategies, as each of these also has its own benefits and

limitations.

Additionally, there are some limitations to their paper. First, the authors only

show examples of papers that fit into each research strategy. They do not attempt to

categorize a large body of work, such as the proceedings of a conference, to show how

well the model applies in practice and how to handle edge cases that may challenge
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the model. They also do not consider secondary studies such as systematic literature

reviews in their model. This means that another researcher attempting to apply the

lens to a large body of work, or their own research, may encounter difficulties with

edge cases that don’t fit into the circumplex without additional guidance from the

research team. We addressed this limitation by including secondary studies as part

of the model, as well as applying the model to ICSE technical track papers without

exclusion of any work and discussing edge cases and situations which challenge the

model so that it may be applied more easily to software engineering research by others

in the future.

Another limitation to their work is that they do not consider that the research

strategies only help researchers to maximize certain criteria; For example, the paper

states that “field studies achieve a ‘maximum’ in realism of context” when in reality

they simply provide a research team with the opportunity to maximize realism. The

research design that follows that strategy must allow for realism to truly be prior-

itized. To address this limitation, we discussed our interpretation of the models in

a way that made clear that the strategies only provided researchers with an oppor-

tunity to maximize a criterion rather than with an automatic maximization. Our

survey also further investigates this issue by exploring the levels of each criterion that

authors perceive in their papers, as well as how they prioritize these criteria and their

perception of the research community’s prioritization of the criteria. This showed us

that there was a relationship between choice of research strategy and criteria priori-

tization, and allowed us to highlight issues with prioritization that helped to suggest

some reasons why we may choose certain research strategies over others.
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Chapter 9

Conclusion

In this chapter, I suggest possible avenues for future work, as well as conclude the

thesis by reiterating the important takeaways from this research.

9.1 Future Work

As this research investigated a number of issues in the software engineering research

community and had some limitations, there are a number of possible areas for future

work and follow-up studies.

As I discussed in Chapter 8, one of the major limitations to this work is that it

is only applicable to the ICSE community. It would be a useful exercise to conduct

follow-up studies with other software engineering venues. Our interview study re-

search suggests that replicating this study with a software engineering journal, such

as Transactions on Software Engineering (TSE), or the ESEM or FSE communities

would lead to different results. Not only would a replication study in software engi-

neering give us a means for comparison of the types of work that are published in

different communities, but it would identify additional potential fringe cases challeng-

ing the research lens that would help us adapt our descriptions to be more reflective

of the work published in software engineering. Replication within another sociotech-

nical research domain, such as HCI, would be incredibly beneficial to this research

as well. Though it would require developing new descriptions of the research lens to

reflect the reality of that domain, it would help to show similarities and differences in

the research strategies used between the two research areas and potentially indicate if

this lens could be used as a common taxonomy for describing sociotechnical research,
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which would be helpful for researchers whose work spans more than one sociotechnical

research community.

The survey indicated that there was a broad spectrum of understanding of trian-

gulation in software engineering, with many authors indicating that they had never

heard of the term before. This was just one of the questions in the survey, and so

we did not gather the data necessary to fully understand this issue. Authors who

gave simplistic definitions of triangulation may actually understand the complexities

surrounding the different types of triangulation that can be used in research. Au-

thors who indicated they had never heard of the term may actually have a depth of

knowledge of the practices of triangulation and use them frequently in their research

without knowing the term for these practices. We also did not investigate this in

the systematic mapping study beyond indicating the number of papers that utilized

more than one research strategy or data source to accomplish their research goals.

Since triangulation is an important concept in any research domain, I suggest that

additional research should be conducted to understand triangulation in software en-

gineering to determine the severity of this issue, the effects it might be having on our

collective body of work, and potential solutions.

This study led to a number of interesting findings, and the authors indicated

a series of issues that they perceived in the software engineering community. For

example, authors suggested that there are problems accessing industry authors for

research studies and that reviewers are overworked and overprioritizing generalizabil-

ity. However, the identification of these issues was based on the responses from a

small sample of authors; we don’t know how widespread these phenomena are in soft-

ware engineering as a whole. As mentioned in Chapter 7, a follow-up survey on the

broader software engineering research community to determine the severity of these

issues and to identify possible solutions would be a very powerful avenue for future

research.

9.2 Conclusion

As a sociotechnical research domain, software engineering encompasses both social

and technical factors of software development. These intricacies make it imperative

for the software engineering research community to include a variety of both social

and technical research methods to study the complexities of software development.

Motivated by observing a lack of active human involvement in software engineering
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research papers, my goal was to investigate the diversity of research methods and

human involvement techniques in the software engineering research community and

its impact on research quality. To accomplish this, I applied Runkel and McGrath’s

models to three years of ICSE proceedings to investigate the distribution of research

strategies and data sources reported in these papers.

The first major contribution of this thesis is our adaptations of the circumplex

model of research strategies and the data sources model to the software engineering

domain. This was a team effort, where we iteratively classified papers and adapted

the models to ensure that they accurately reflected the reality of modern software

engineering research papers. I then applied these models to three years of ICSE

proceedings in a systematic mapping study, producing classifications for each of the

papers according to the models. This study showed that 76.7% of papers reported a

Computational Study and 82.2% of papers reported the use of Trace Measure data,

far more than any of the other research strategies or data sources. This imbalance

suggested a potential prioritization of realism and generalizability over control.

To validate these startling findings, as well as investigate what factors may have

caused researchers to make these choices, I surveyed the authors of these papers. I

found that these decisions were influenced by a number of factors. Researchers chose

the methods that were the best fit for their research questions. At the same time, they

were also hindered by difficulties accessing developer populations and tempted to use

easily accessed data and simple, efficient research strategies. I also found that the

potential imbalance in research criteria suggested by the systematic mapping study

reflected reality; authors indicated that their papers were higher overall in generaliz-

ability and realism than control and that they actively prioritized these criteria out of

a desire to satisfy industry collaborators, impact real software development, and meet

the demands of the reviewers who act as the gatekeepers to publication. We were

also alarmed by the number of authors who indicated that they had no knowledge

of triangulation in the context of research, as triangulation is a crucial concept for

understanding how to balance the tradeoffs of generalizability, realism, and control

in research.

These findings have a number of implications for the software engineering research

community. An imbalance in prioritization of realism and generalizability over con-

trol means that our collective body of work may not adequately address control of

measurement of behavior over extraneous factors. Research that maximizes control

helps us to understand the causal factors of behaviors in software development, giving
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us the knowledge needed to design better tools and approaches and help to create

theories of software development behaviors. This means that a bias against control

could perhaps slow the overall progression of software engineering research as a whole.

Therefore, I call the software engineering research community to action. This

research shines a light on a number of possible issues in our community that need

to be further investigated, discussed, and if deemed necessary, acted upon. Our

reliance on Computational Studies and Trace Measure data leaves our collective body

of work with some serious disadvantages; this type of work may not allow us to truly

understand the factors that influence human behavior in software development, and

I suggest that this needs to change as we move into the future. We have recognized

that understanding social factors in software development is key to advancing the

discipline since the first software engineering conference 50 years ago [28], and yet we

still do not often actively include humans in our studies.

I hope that this thesis sparks a change within the research community and that

we begin to diversify our research choices to include more active human involvement

in our work. The thing that I love the most about the software engineering research

community is that we constantly strive to be better. We are always looking for new

techniques to bring in, different perspectives to integrate into our work, and reflecting

on ourselves to find ways to improve; this call to action is no exception. Aligning our

involvement of humans in our work with our shared priorities is not the first step the

software engineering research community has taken in its journey as a discipline, and

it will not be the last. I am confident the discussion and action that follows this work

could make a lasting and positive impact on the future of software engineering.
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Appendix A

Survey Questions

A.1 A Survey of Method Choice in Software En-

gineering Research

We are Courtney Bornholdt, Alexey Zagalsky, Eirini Kalliamvakou, and Margaret-

Anne Storey from the University of Victoria in Canada. We’d be grateful if you could

help us understand what choices you make in your research and your perceptions

about our research community! Filling the survey should take 15-20 minutes.

This research is focused on analyzing modern software engineering research through

a socio-technical lens. We are analyzing ICSE technical track papers to determine

what research strategies and data collection methods are reported to gain a deeper un-

derstanding of human involvement in software engineering research. With the current

survey, we are also interested in why researchers make these decisions, the potential

impact of these decisions, and perceptions about these issues within the community.

This is a purely academic research project with no commercial interests. We will

openly publish the results so everyone can benefit from them (for example, our previ-

ous study on how educators use Github - https://goo.gl/ZE326U), but will anonymize

everything before doing so. We will handle your responses confidentially. If at some

point during this survey you want to stop, you’re free to do so without any negative

consequences.

Please be advised that this research study includes data storage in the U.S. As

such, there is a possibility that information about you that is gathered for this research

study may be accessed without your knowledge or consent by the U.S. government in

compliance with the U.S. Patriot Act.
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By completing and submitting this questionnaire, YOUR FREE AND INFORMED

CONSENT IS IMPLIED and indicates that you understand the conditions of partici-

pation in this study. Please find our Letter of Information for Informed Consent here,

it includes the details on anonymity, confidentiality, and related issues: goo.gl/EtjT8D

Additional information is also available through our ethics application, protocol

number 17-055 from the University of Victoria.

For any questions, please email the research group at courtneywilliams@uvic.ca

Thanks a lot for participating!

A.2 Background information

We would like to gather some background information about you as a researcher.

• How many years have you been conducting software engineering research? [An-

swer must be a number]

• In what country have you done most of your research? [Short answer]

A.3 Questions about your ICSE paper

• Your ICSE paper title is: [Pre-filled for participant with their ICSE paper title]

• When this research was conducted, you were affiliated with:

– A university (as faculty, post-doctorate, etc.)

– A university (as a student)

– An industrial research laboratory (e.g., Microsoft Research, Google Re-

search Europe, etc.)

– Other... [short answer]

• Please refer to these definitions of research strategies in the questions below.

[See Figure A.1]

• Please select all the research strategies that describe the research conducted in

your paper. [Checkboxes]
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– Formal Theory - e.g. theory formulation studies, literature reviews, quali-

tative synthesis studies, etc.

– Computational Study - e.g. data mining studies, testing a tool using code

repositories or software artifacts, analysis of code, a simulation, etc.

– Field Study - e.g. observational studies of software development, interview

studies in a company, case studies in industry, etc.

– Field Experiment - e.g. observing participants as they incorporate a tool

into their development process, changing the physical layout of a develop-

ment office and observing its effects, etc.

– Experimental Simulation - e.g. replicating a participant’s normal working

conditions in a lab and manipulating some variables during a task, etc.

– Laboratory Experiment - e.g. providing bug fixing tasks to developers with

differing education levels in a controlled, generic laboratory setting, etc.

– Judgment Study - e.g. sending a prototype tool to developers and asking

them to report on which features are incompatible with their development

environment, etc.

– Sample Survey - e.g. an online questionnaire about the challenges de-

velopers have understanding debugging tasks, an interview study of how

contributors to an open-source project decided to contribute to the project,

this study, etc.

– Other... [short answer]

• Please elaborate on why you used those strategies. This refers to your answers

on the question above. [Long answer]

• Were there any other research methods used as part of the study but NOT

reported in the paper? If yes, please elaborate which ones and WHY they were

not described in the paper. If the answer is no, please enter ’no’. [Long answer]

• Please refer to these definitions of data sources in the questions below. [See

Figure A.2]

• Which data source(s) were used in the research reported in your paper? Please

select all that apply. [Checkboxes]
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– Self-Reports - e.g. interviews, focus groups, online surveys, etc.

– Visible Observer - e.g. coding experiment in a lab, observational case study

in industry, etc.

– Hidden Observer - e.g. observing an online chat for a research team, ob-

serving employees who don’t know they are being observed, etc.

– Public Archival Records - e.g. university graduation statistics, hiring

statistics, etc.

– Private Archival Records - e.g. annual performance reviews of a developer,

an archive of software design meeting minutes, etc.

– Trace Measures - e.g. code repositories, software bugs, software develop-

ment notes, etc.

– Formal/Theoretical - e.g. the proposal of a new theory, algorithm design

with mathematical evaluation, etc.

– Other... [Short answer]

• Please elaborate on why you chose those data sources. This refers to your

answers on the question above. [Long answer]

• Please refer to the following research criteria when responding to the questions

below. [See Figure A.3]

• Please indicate where you feel the research reported in your paper fits within

the following criteria: [Multiple choice grid: 1 - Very low, 2 - Low, 3 - Neutral,

4 - High, 5 - Very High]

– Generalizability

– Control

– Realism

• Please explain your selections above. [Long answer]

A.4 General Research Career Questions

The following questions are about your research work in general; we’d like to like to

inquire beyond the the scope of your paper.
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Note: If you are responding to this survey for more than one ICSE paper, please

complete this section only once, and leave it blank every other time you complete the

survey.

• A reminder of the research strategy definitions for the question below. [See

Figure A.1]

• Considering the last five years, please rate how often you have USED the fol-

lowing research strategies in your work. This includes all the studies you par-

ticipated in as a primary investigator or co-investigator [Multiple choice grid:

Never, Rarely, Sometimes, Often, Most of the time]

– Formal Theory

– Computational Study

– Field Study

– Field Experiment

– Experimental Simulation

– Laboratory Experiment

– Judgment Study

– Sample Survey

• How do you define triangulation, and how do you use triangulation in your

work? [Long answer]

• In your own work, do you PRIORITIZE any criteria (generalizability, control,

or realism) over another? Why? Please elaborate. [Long answer]

• Do you PERCEIVE A BIAS in the software engineering research community

regarding certain criteria (generalizability, control, or realism) when it comes to

publishing work? Please explain.

A.5 Concluding Questions

• If you would like to be informed about our findings, please enter an email below.

This email address will be confidential, and will be removed from the analysis

of the results. We will ONLY use this email address to inform you about our

findings. If you’re not interested, please leave this field blank. [Short answer]
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• Can we contact you to learn more about your responses? If yes, please leave

your email here. If you’re not interested, please leave this field blank. [Short

answer]

• Would you like to comment or add anything else? [Long answer]

A.5.1 Confirmation Message

Thank you very much for your participation!

If you have any questions or would like to know more about our research, please

email the research team at courtneywilliams@uvic.ca.
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Figure A.1: The research strategy descriptions provided to participants
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Figure A.2: The data source descriptions provided to participants

Figure A.3: The desirable research criteria descriptions provided to participants
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Appendix B

Ethics Documents

B.1 Implied Consent Form

Method Choice in the Software Engineering Research Community

You are invited to participate in a study entitled Method Choice in the Software

Engineering Research Community that is being conducted by Courtney Bornholdt.

Courtney Bornholdt is a graduate student in the Computer Human Interaction

and Software Engineering Lab (CHISEL group) in the department of Computer Sci-

ence at the University of Victoria and you may contact her if you have further ques-

tions by [Redacted].

As a graduate student, I am required to conduct research as part of the require-

ments for a degree in Computer Science. It is being conducted under the supervision

of Dr. Margaret-Anne Storey. You may contact my supervisor at [Redacted].

My co-investigators will be Alexey Zagalsky, a PhD student in the CHISEL group,

and Dr. Eirini Kalliamvakou, a post-doctoral researcher in the CHISEL group. You

may contact them at [Redacted] and [Redacted], respectively.

Purpose and Objectives

The purpose of this research project is to gain insights into the perception of

authors in the software engineering research community about their own published

work, why they choose certain research strategies and data collection methods, and

they perceptions about the software engineering research community.

Importance of this Research
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This research is important because by gaining a better understanding of these

issues, we can begin to propose ideas and solutions that will increase the overall

diversity and quality of our research output as a community.

Participants Selection

You are being asked to participate in this study because you have recently pub-

lished a paper in a prominent software engineering research venue.

What is involved

If you consent to voluntarily participate in this research, your participation will

include the completion of an online survey using Google Forms. The survey should

take approximately 15 minutes to complete.

Please be advised that information about you that is gathered for this research

study, including information that identifies you as one of the authors of your paper,

uses an online program located in the U.S. or a program that can be accessed from the

US (Google Forms, GitHub). As such, there is a possibility that information about

you may be accessed without your knowledge or consent by the US government in

compliance with the US Freedom Act.

Inconvenience

Participation in this study may cause some inconvenience to you, including taking

time from your day to participate in the interview.

Risks

There are some potential risks to you by participating in this research, including

the possibility that you could be identified as a participant in the study through the

publicly available knowledge that you published this paper. To mitigate this risk, your

data will be anonymized and stored on a private GitHub repository. All published

information will be aggregated with other participant data to mitigate the risk of

others identifying your responses.

Benefits

The potential benefits of your participation in this research include increased

awareness about important factors in research method choice in software engineering

research.

Voluntary Participation

Your participation in this research must be completely voluntary. If you do decide

to participate, you may withdraw at any time without any explanation. If you do

withdraw from the study your data will be destroyed and will not be included in any

analysis.
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Anonymity

In terms of protecting your anonymity, we will anonymize your responses before

storing them on a private GitHub repository. Any published findings will be aggre-

gated with other participant responses to further anonymize your data.

Confidentiality

Your confidentiality and the confidentiality of the data will be protected by anonymiz-

ing your data before storage. Please be advised that this research study includes data

storage in the U.S.A. As such, there is a possibility that information about you that

is gathered for this research study may be accessed without your knowledge or con-

sent by the U.S. government in compliance with the U.S. Patriot Act, even if it is

anonymized. Any data with identifiers will be stored on a password protect University

of Victoria computer.

Dissemination of Results

It is anticipated that the results of this study will be shared with others through

a paper that will be submitted for publication in research conferences which publish

accepted papers publicly online. We also plan to make the results of the study publicly

available through a research blog post. It may also be used as part of Courtney

Bornholdts masters thesis.

Disposal of Data

Data from this study will be disposed of by deleting our GitHub repository and

any locally-stored electronic files.

Contacts

Individuals that may be contacted regarding this study include Courtney Born-

holdt, Alexey Zagalsky, Dr. Eirini Kalliamvakou, and Dr. Margaret-Anne Storey,

whose contact information is at the beginning of this consent form.

In addition, you may verify the ethical approval of this study, or raise any concerns

you might have, by contacting the Human Research Ethics Office at the University

of Victoria (250-472-4545 or ethics@uvic.ca).

By completing and submitting the questionnaire, YOUR FREE AND IN-

FORMED CONSENT IS IMPLIED and indicates that you understand the above

conditions of participation in this study and that you have had the opportunity to

have your questions answered by the researchers.

Please retain a copy of this letter for your reference.
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B.2 Email Invitation Script

Subject: Help us understand research method choices in the Software Engineering

Research Community

Dear Participant Name,

We are Courtney Bornholdt, Alexey Zagalsky, Eirini Kalliamvakou, and Margaret-

Anne Storey, researchers from the Computer Human Interaction and Software Engi-

neering Lab (CHISEL) in the Department of Computer Science at the University of

Victoria, writing to request your participation in a research project.

As an author of PAPER TITLE, we would be grateful if you could help us to

understand your research method choices and perceptions about software engineering

research by completing an online survey. The survey should take about 15-20 minutes.

We will openly publish the results so everyone can benefit from them.

Survey on Method Choice in the Software Engineering Research Com-

munity (Link embedded)

All data will be stored securely. We will openly publish the results so everyone

can benefit from them, but we will anonymize everything before doing so. Please note

that you are not obligated to participate in the survey or respond to this email. If

at some point during the survey you want to stop, you are free to do so without any

negative consequences. Please review details of the ethics protocol for this research

goo.gl/EtjT8D. By filling in and submitting this survey you are providing your

implied consent to participate in the study.

We appreciate your participation.

Kind regards,

Courtney Bornholdt

B.3 Reminder Script

Subject: How do SE researchers choose research methods? Help us by participating

in our survey Dear Participant Name,
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Im following up on an earlier invitation to participate in a survey on research

methods in software engineering. We are currently soliciting responses until April

17th, and we would really love to have your work represented in our analysis. As an

author of PAPER TITLE, your opinions and experiences are very important to us

and would enrich our study. If you would like to participate, the link to our survey

is:

Survey on Method Choice in the Software Engineering Research Com-

munity (Link embedded)

Please note that participation in the survey is voluntary.

Thank you for your time,

Courtney Bornholdt

B.4 Member Checking Form Letter

Hello Participant Name,

I wanted to thank you for participating in my survey, Method Choice in Soft-

ware Engineering. Your responses were very informative and helped me to create a

rich and insightful analysis into why we choose certain research methods in software

engineering and our priorities as researchers.

To ensure that our research is as rigorous as possible, I am hoping that you would

be willing to clarify some details about your ICSE paper, ICSE paper title.

In the survey, you indicated that Participant’s description of their work from the

survey. It is my understanding that my interpretation of their work.

Would you say that this is an accurate description of the research in your paper?

Thank you for your time,

Courtney
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Appendix C

Coding Process Diaries

This appendix presents the diaries I kept during the process of coding, to show trans-

parency into the how decisions were made in coding.

C.1 RQ2 Analysis Diary

C.1.1 Round 1

Dates: May 9 - 10, 2018

Created and tagged the first codes, see Figure C.1.

C.1.2 Round 2

Date: May 11th, 2018.

Changes:

• Merged “logistical issues” into “because of a particular method” (better fit)

• Renamed “because they are common/accepted by the community” to “used by

others/standard practice”

• Merged “because they are efficient” with “ease of use” into “efficiency/ease of

use”

• Merged “to compare against existing benchmarks/tools” with “to evaluate effi-

ciency/effectiveness of an approach” into “evaluating an approac”
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Figure C.1: RQ2 analysis codes after round one.
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Figure C.2: Final RQ2 analysis codes, after round 2 of coding.

• Merged “to learn something about developers” and “to understand how devel-

opers do something” into “to understand developer perception/behavior”

• Renamed “to increase validity” to “increased research quality” and merged in

“to maximize control” and “to maximize generalizability”

• Merged “to motivate the work” into “evaluating an approach” (since thats more

accurate)

• Merged “to provide useful results for industry” with “so others can build on the

findings” into “increased research quality”

• Merged “ethical concerns” into “data availability”

• Merged “best fit for the research area” and “because of a particular method”

into “best fit for method/topic”

• Merged “because data/tools were not available” into “data availability”

• Renamed “data availability” into “data/artifact availability/access”

• Merged “to provide data for use in an experiment” into “data/artifact avail-

ability/access”

For final code set, see Figure C.2.
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C.1.3 Code Analysis and Interpretation

May 14th, 2018: Started writeup

May 15th, 2018: Finished writeup, wrote interpretation

C.2 RQ3 Analysis Diary

C.2.1 Round 1

Date: April 26th, 2018

Created and tagged the first codes, see Figure C.3.

C.2.2 Round 2

Date: May 1, 2018

Changes:

• “Triangulation Irrelevant” merged into “Triangulation Practices”

• “Tools/techniques”: Only one text, belongs in “Realism Prioritized in SERC”

• “Control misconceptions” deleted (no text)

• “Data convenience” renamed to “Access to Data”

• “Generalizability Misconceptions” renamed to “Generalizability Problems”

• “Not using triangulation” merged into “Triangulation practices”

• “Problems with Generalizability” merged into “Generalizability Problems”

• “Realism problems” merged with “realism misconceptions”

• “Topic area choice restriction” deleted (no text)

Created code categories:

• Community priorities

– Control not prioritized in SERC

– Control prioritized in SERC
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Figure C.3: RQ3 analysis codes after round one.
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– Generalizability not prioritized in SERC

– Generalizability prioritized in SERC

– Realism not prioritized in SERC

– Realism prioritized in SERC

– No bias in the community

• Personal priorities

– Control prioritized

– Control not prioritized

– Generalizability prioritized

– Generalizability not prioritized

– Realism prioritized

– Realism not prioritized

– Prioritization depends on topic/methods

– Equal prioritization of criteria

• Criteria issues

– Control problems

– Generalizability problems

– Realism problems

– Relationships between criteria

• Systemic Issues

– Access to Data

– Lack of experience with human research

– Research community issues

– Reviewing issues

• Triangulation

– Lack of triangulation knowledge

– Triangulation definition

– Triangulation practices
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C.2.3 Round 3

Date: May 2nd, 2018

Going back over the codes to pull out motivations and reasons for different be-

haviors and preferences. Codes created are:

• Acceptance by others

• Applicability in real life

• Deeming everything equal

• Difficulty

• For accuracy

• For long term impact

• For reliability

• Funding

• Impact on other criteria

• Increase validity/rigor

• Lack of understanding

• Not important

• To fit the method/topic

• To increase the likelihood of publication

• To increase understanding

• To meet the needs of industrial partners

• To support another criteria

After refining the above codes, I made a series of changes:

• Lumped “for accuracy” into “increase validity/rigor”

• Renamed “increase validity/rigor” into “to increase aspects of research quality”
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• Lumped “for long term impact” and “for reliability” into “to increase aspects

of research quality”

• Deleted “to support another criteria” only one text, which is covered by other

codes

• Renamed “acceptance by others” to “To make it interesting” and moved one

code (P14) to “to increase aspects of research quality”

• Removed “funding” Only two participants, one was already covered by another

code.

• Removed “not important” Only one participant, what they mean is unclear

• Removed “to increase understanding” two of the codes relate to understanding

triangulation, the other way moved to “to increase aspects of research quality”

• Removed “lack of understanding” Doesnt show personal motivations, every-

thing is covered by other codes

• Removed “impact on other criteria” only two quotes which are well-covered by

other codes

• Merged “applicability in real life” and “to meet the needs of industrial partners”

into “for applicability in software development”

• Removed “to make it interesting” There were only two participants involved,

and only one participant seemed to think it was important in any way, the other

mentioned it in a minor way

Created the code category “Reasons” which includes:

• Access to Data

• Deeming everything equal

• Difficulty

• To increase aspects of research quality

• Best fit for method/topic

• To increase the likelihood of publication

• For applicability in software development
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C.2.4 Code Analysis and Interpretation

3 May, 2018: Wrote up codes for the “Reasons” category

- For each code, collected and explained the content in prose, and summarizing

the description of the code at the end in one to two sentences.

- Collected all summaries for the code, and connected the content of the codes,

drawing interpretations from the code category.

4 May, 2018: Wrote up codes for the “Triangulation” category

7 May, 2018: Wrote up codes for the category “Personal Priorities” and “Com-

munity Priorities”

8 May, 2018: Prepared validation package for Eirini, using P1-P10 and preparing

a description of each of the codes.

15 May, 2018: Wrote up codes for the “Criteria Issues” category
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Appendix D

Coding Replication Package

The following appendix is the coding replication package that I provided to my second

coder, Eirini, for the RQ3 long-answer question analysis.

D.1 Coding Instructions

All of the participant text files are arranged as such:

• Participant #

• How long they have been conducting SE research

• The country in which they did most of their research

• Their ICSE paper title

• Their employment affiliation at the time of the research

• Their answer to: How do you define triangulation, and how do you use trian-

gulation in your work?

• Their answer to: In your own work, do you PRIORITIZE any criteria (gener-

alizability, control, or realism) over another? Why? Please elaborate.

• Their answer to: Do you PERCEIVE A BIAS in the software engineering re-

search community regarding certain criteria (generalizability, control, or real-

ism) when it comes to publishing work? Please explain.

• Would you like to comment or add anything else?
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Not all participants answered all questions, so there may be blanks or empty lines

indicating no answer. There is one other code, “survey issues”, that was used to

denote any possible limitations of the survey itself. All of the other codes (and their

categories) are below. Note, each category is independent of the others, and there

may be significant overlapping codes.

D.2 Communitiy Priorities

Figure D.1: Codes in the Community Priorities category.

This code category is for when participants discuss community biases that they

perceive. For each criterion, there is a code for when the participant says that criterion

is under-used or there is a bias against it, that is “Criterion not prioritized in SERC”.

When they say that it is over-rated or there is a bias in favor, that is “Criterion

prioritized in SERC”. There is also a code for participants who said there wasnt a bias
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in the community. For each code, also include reasoning and context to understand

why they think there is/isnt a bias.

D.3 Criteria Issues

Figure D.2: Codes in the Criteria Issues category.

This category is meant to address the relationships between the criteria and prob-

lems that some participants discussed with regards to the ability of researchers to

maximize them, etc.

D.4 Personal Priorities

This category discusses whether or not participants prioritize any criteria in their own

research or not. Like before, each criteria has its own code for both prioritization,

and choosing not to prioritize it. The “not prioritized” code is for criteria that is

last on their list; if they prioritize criteria A, then B, and then C last, then code

criteria A and B as prioritized and C as not prioritized. Include all context necessary

to understand their reasoning. Equal prioritization is reserved for when they say

they do not prioritize and view the criteria equally, and prioritization depends on
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Figure D.3: Codes in the Personal Priorities category.

topic/methods is used to refer to a participant who says that their priorities depend

on their topic area or the methods that theyve chosen to use.

D.5 Reasons

This category refers to a participants personal reasoning for prioritizing a certain

criteria or making some other choice about their research.

• Access to Data: They make a certain choice because they have access to, or

dont have access to, some type of data

• Best fit for method/topic: They choose to prioritize based on what they think

best fits their topic or method choice

• Deeming everything equal: They make certain choices out of a belief that all of

the criteria are equally valid
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Figure D.4: Codes in the Reasons category.

• Difficulty: They make certain choices because of the difficulty level of some-

thing. This could be because doing something would be easy, or because doing

something would be very difficult.

• For applicability in software development: They make choices so that their

research will apply well to real-life software development contexts and have

impact in that field

• To increase aspects of research quality: They make certain choices to maximize

some other aspect of research quality beyond the three criteria under the scope

of our research

• To increase the likelhood of publication: To make it more likely that their work

will be accepted by reviewers and published

D.6 Systemic Issues

This category is used to discuss issues within the software engineering research domain

that are beyond prioritizations and biases around the three criteria. Access to data
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Figure D.5: Codes in the Systemic Issues category.

refers to issues participants may have getting access to data and participants for their

work. Lack of experience with human research is exactly that, when a participant

says they dont have experience with or dont understand human research. Research

community issues is a generic code for issues within the community that dont fall

under these other codes, and reviewing issues refers to problems with the review

process. Note; there may be overlap between this category and other code categories.

For example, if a participant is saying that reviewers prioritize criterion B too much,

then that paragraph would be coded both with “Reviewing Issues” and “Criterion B

Prioritized in SERC”.

D.7 Triangulation

Figure D.6: Codes in the Triangulation category.
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This code category is for all things triangulation; lack of triangulation is used to

code participants that indicated that they didnt really know what triangulation meant

in SE. Triangulation definition is used for any descriptions that participants gave to

define triangulation, and triangulation practices is used to code any descriptions that

participants might have given of what they do to implement triangulation in their

own work.



140

Appendix E

Synthesis of the Codes

The following appendix presents one of the “writeups” for RQ3, the document that I

used to detail my process of synthesizing and interpreting the different code categories.

E.1 Code Category: Reasons

E.1.1 Difficulty

When participants talk about prioritizing certain criteria, one thing they tend to

mention is the difficulty levels associated with maximizing them. Generalizability

emerged as the most difficult criteria to maximize in research because software com-

panies and practices can vary wildly, making it difficult to generalize the utility of a

new tool or technique to all software developers. For example, participants mentioned

that high generalizability is “often prohibitive due to the number of datapoints that

would be needed and a high realism often makes the number of variables involved

unmanageable” (P59). This makes sense, as overwhelmingly participants pointed to

a prioritization of realism, so if realism is being maximized it would be difficult to

simultaneously maximize generalizability.

One participant pointed to epistemology as an issue for case studies, saying

“[methodology] are not a type of study with a positivist view, therefore the results

are commonly context dependent” (P30), which points to the potential for other

research grounded in more constructivist worldviews to have similar issues with gen-

eralizability. They also discuss reviewer expectations with regards to sample size and

generalizability, saying that “some reviewers do not understand how challenging it is

to obtain real-world data and expect unrealistic amounts of it” (P10). Participants
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also mention the difficulties associated with trying to generalize solution-focused re-

search, saying “it is not realistic to come up with a universal solution that works in

every context” (P1) and “generalizability comes last since I am completely aware of

the fact that real-world settings may significantly vary between different companies”

(P10). One participant actually mentioned generalizability being easier, saying “gen-

eralizability seems easier to tackle in more formal/theoretical research” (P32), can be

explained with the circumplex model because this is where generalizability is at its

maximum.

Participants also mentioned problems exerting control in their research. The same

as above, with participants tending to prioritize realism, one participant mentioned

that “because software engineering is an applied field, it is difficult to have control

and still have a realistic experiment that researchers in SE communities are excited

about” (P3). One said it is “the hardest one to get right” (P7), which may explain

another participants view that “running experiments in a near-real environment with

real professional developers are much harder for a graduate student” (P44).

No participants said they experienced difficulties prioritizing realism in their work.

Quotes

• “high generalizability is often prohibitive due to the number of datapoints that

would be needed and a high realism often makes the number of variables involved

unmanageable.” (P59)

• “Generalization is quite difficult to say because usually, [methodology] are not a

type of study with a positivist view, therefore the results are commonly context

dependent.” (P30)

• “It seems that some reviewers do not understand how challenging it is to obtain

real-world data and expect unrealistic amounts of it.” (P10)

• “In my field of work, it is not realistic to come up with a universal solution that

works in every context.” (P1)

• “Generalizability comes last since I am completely aware of the fact that the

real-world settings may significantly vary between different companies.” (P10)

• “I value all three aspects; yet generalizability seems easier to tackle in more

formal/theoretical research.” (P32)
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• “Because software engineering is an applied field, it is difficult to have control

and still have a realistic experiment that researchers in SE communities are

excited about. So we often give up control for realism.” (P3)

• “I would prefer control, as it is the hardest one to get right” (P7)

• “’Control’ over others, because it’s usually under our control. Running exper-

iments in a near-real environment with real professional developers are much

harder for a grad student.” (P34)

Summary

Generalizability is very difficult to achieve in SE for reasons like industry variation

and epistemology, and reviewers have unrealistic expectations of sample size. Control

is also considered difficult to achieve, while realism was not considered difficult.

E.1.2 Access to Data

Some participants mentioned issues with access to data. One saying that they didnt

conduct a field experiment in their work because “it is too expensive regarding con-

trolling experimental variables and hiring the participants” (P39), and another saying

that “having no access to the actual engineers or processes is a huge problem and

limits the researchers ability to include reality and natural settings” (P31) in their

work. This difficulty accessing data may be prohibiting researchers from making

some choices that might make their research more impactful, and one participant

even commented that “just because data is convenient or available does not mean

it reveals what we are looking for” (P4), suggesting that while there are difficulties

associated with some methods or data sources, choosing the easier route or more

publicly available data may introduce issues with construct validity.

Summary

It is difficult to get access to realistic data, and this may lead to choosing readily

available data that is not as useful and leads to issues with construct validity.
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E.1.3 For applicability in software development

When discussing their motivations for making certain choices, a dominant factor was

making sure that it would be usable in real-life software development. Some partici-

pants were mostly concerned with the impact they could have in broad software de-

velopment environments, saying they “strive for more applicable solutions that could

be adopted by developers in the future” (P1), that they aim to “solve a problem that

is commonly encountered by software developers” (P22), they need to have “practi-

cal impact” (P43) and their work needs to “have relevance for both practitioners and

researchers in the discipline” (P6).

Some participants said they needed their work to be high in realism because

of their involvement with industry; One participant even said that because they

are employed in industry everything “all my research needs to help practitioners

in the real-world daily work” (P10). This goes both ways, with one participant

commenting “to prioritize realism I will need much closer cooperation with industry”

(P42), suggesting a strong relationship between industry collaborations and highly

realistic research. This is supported by our research lens, where the field strategies

and computational studies using trace measures of industry software development are

high in realism.

Most participants who mentioned industry were in the form of collaborations, and

needing to satisfy the needs of their industry participants to continue the relationships

and to satisfy issues with research funding. In these situations, participants mentioned

that “interests of the partners, imposes us to be more realist, a bit less generalist, and

to handle control as best as we can” (P25). This view was shared by other participants

who said that while realism had the highest priority, generalizing their solution to as

many different software development contexts as possible was the next priority. One

participant said “it is also important to make sure that the approach could generalize

for subjects beyond the current study to ensure the applicability of the approach”

(P22), and another saying that generalizability comes after realism because “it is very

important to select subject software systems, which are representative of the practices

applied in software engineering” (P34).

Because SE research is typically solution-focused towards a problem that exists in

industry, this makes sense. First, you want to make sure you provide a solution for at

least someone, particularly the person who is participating in the research with you.

Then, where possible, you try to make sure that your solution will help not only the
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team who is working with you, but be general enough to help others. After trying to

maximize these two criteria, it would be incredibly difficult to address control in any

way without conducting complementary studies.

Summary

In order to have real world impact and satisfy industry participants, the order of

priorities is realism ¿ generalizability ¿ control

E.1.4 Best fit for method/topic

Many participants discussed their priorities changing based on the topic or method

they are using in their research. Participants who focus on experiments, particularly

lab experiments say they “aim for precision of measurement” (P46) and “need to

control everything as much as possible to reduce noise” (43), but that this prioriti-

zation of control “makes the results of my experiments more reliable” (P42) and “if

you cannot control the variables, the experiment result is meaningless” (P39). Other

participants focused on realism because of their topic or methods, saying that “real-

ism is #1 in [topic]” (P36), “realism is the point of a case study” (P12), and “realism

always comes first because most of my research operates on real programs” (P5).

Most participants who talked about matching their priorities talked about it in

more general terms, saying their priorities “would depend heavily on what the aim of

the study was” (P48) and that they try to balance all of them “compatibly with the

specificities of the domain under investigation” (P41). This is supports our research

lens, where some research strategies make it ideal to prioritize one criteria over another

simply because of the nature of the methods.

Summary

Participants prioritize criteria differently depending on the methods theyre using, and

they prioritize the criteria that is the best fit for the method (the closest criteria on

the circumplex)

E.1.5 To increase aspects of research quality

Some participants mentioned prioritizing certain criteria because of certain benefits

that prioritization would provide them in their work, increasing its overall quality.
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Researchers mentioning prioritizing generalizability said that it “helps us understand

the relevance of an approach” (P38) and have “impact in the long term” (P42), with

one participant even saying that “if an approach is not generalizable, it makes no

sense to others” (P14).

Participants who maximized control said that it helps you to “gain an accurate

picture of your research” (P45), that it allows for “fair evaluation of the proposed

approach” (P22), and allows them to “find differences between very specific vari-

ables” (P15). Realism was not specifically mentioned here, but this is covered by the

code “for applicability in software development”, where many participants discussed

increased impact from highly realistic research.

Summary

Some participants prioritize generalizability or control because of other benefits for

overall research quality.

E.1.6 Deeming everything equal

Many participants recognized the utility of all of the criteria equally, saying that

they try not to prioritize because they are all important. They “deem all of them

equally important” (P2) and “value all three aspects” (P32), but many recognize that

the ability to do this “depends on the context of the research” (P25) in reality. In

addition to the already-discussed reason that prioritization depends on the method

or topic, one participant also mentioned that “getting all three is ideal, but this may

be better-suited to multiple smaller projects as opposed to one big one” (P16). This

is a critical insight, and shows that at least one participant is aware of the utility of

triangulating with multiple strategies to achieve high levels of all three criteria.

Summary

Some participants value all three criteria equally, while accepting some limitations

that make this unrealistic for a single study.

E.1.7 To increase the likelihood of publication

A big reason for many participants to prioritize certain criteria is to increase their

likelihood of publication. Overwhelmingly, participants emphasized the importance of
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high generalizability for publication. They said thats “what reviewers easily criticize”

(P19), making it “difficult to publish work thats not generalizable” (P18).” As a

symptom of this, participants said that “this is why there is an increasing number of

subjects” (P34) in studies, and a “more is better” (60) attitude in the community.

This can be harmful for naturalistic studies, and as previously mentioned, participants

talk about how difficult it is to obtain the amount of data necessary to conduct a

study that maximizes generalizability. Only one participant mentioned prioritizing

realism or control for the purposes of publication, saying that “without realism it is

hard to make the case that the research is useful, and without control, it is not clear

where it is applied” (P33).

Summary

Generalizability is often prioritized for the purposes of publication because it is easily

criticized by reviewers who often have unrealistic expectations of sample size.

E.1.8 Summaries

• Generalizability is very difficult to achieve in SE for reasons like industry vari-

ation and epistemology, and reviewers have unrealistic expectations of sample

size. Control is also considered difficult to achieve, while realism was not con-

sidered difficult.

• It is difficult to get access to realistic data, and this may lead to choosing readily

available data that is not as useful and leads to issues with construct validity.

• In order to have real world impact and satisfy industry participants, the order

of priorities is realism ¿ generalizability ¿ control

• Participants prioritize criteria differently depending on the methods theyre us-

ing, and they prioritize the criteria that is the best fit for the method (the

closest criteria on the circumplex)

• Some participants value all three criteria equally, while accepting some limita-

tions that make this unrealistic for a single study.

• Some participants prioritize generalizability or control because of other benefits

for overall research quality.
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• Generalizability is often prioritized for the purposes of publication because it is

easily criticized by reviewers who often have unrealistic expectations of sample

size.

E.1.9 Findings and Interpretations

While most participants seem to view all three of the criteria as equal, there are many

contextual issues and difficulties that arise that are skewing the community away from

equal prioritization of the three criteria. First, software engineering research tends to

be solution-focused and involve close partnerships with industry. This means that to

maintain these relationships with industry participants, and to come up with solutions

that are accepted by the community, there is a high level of prioritization of realism.

However, accessing this data and these industry participants can be difficult for some

people, leading to issues with construct validity when researchers compromise and

prioritize realism, but use easily accessed data that may not accurately represent

reality.

Second, there are significant issues surrounding generalizability in software engi-

neering research. After focusing on realism for solution-focused industry research,

which represents a large amount of published research, authors are then trying to pri-

oritize generalizing their solutions to apply to as many software development contexts

as possible. This is for many reasons, including a desire to have lasting impact in

the community, however for many participants it is out of a desire to have their work

published. Generalizability is the easiest of the criteria to criticize as a reviewer, and

papers are rejected because they are considered not generalizable enough, and even

though they are highly realistic, they are not considered to be applicable outside of

the company or organization used in the study. Generalizability is incredibly difficult

to achieve, considering that there is wide variation in the types of software develop-

ment organizations that exist in modern software engineering. Between the immense

amount of contextual data necessary to understand the workings of a software orga-

nization and its needs, and the difficulties associated with accessing data about these

organizations, it is incredibly difficult to generalize research in software engineering.

With reviewers expecting larger and larger sample sizes, and software development

organizations becoming more and more diverse, it is becoming increasingly unrealistic

to meet reviewer expectations of generalizability. This is leading some reviewers to
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do far more work than is necessary to conduct meaningful and rigorous research just

to be published.

Some participants prioritize control, but this tends to be based on a desire to

prioritize the criteria that match the research strategy that they are using, which is

an attitude held by many participants. Researchers conducting experimental work,

especially with human participants, tended to be concerned with control in their

research. Researchers who focused on behavioral research and field work were much

more concerned overall with realism. This is a sensible approach that is supported

by the circumplex, which shows that field studies are naturally high in realism, and

the experimental strategies are high in control.

Overall, there are two important takeaways from this analysis. We are incredibly

concerned with realism as authors, and this is often to maximize our impact with our

industry partners and create solutions that can be used in software development and

solve real-life development problems. However, there is a disconnect our priorities as

researchers and authors and the priorities of reviewers of our work; it is easy to criticize

and reject a study for a lack of generalizability, even though most authors are more

concerned with their works applicability to specific software development contexts.

This is leading to researchers striving for ever more generalizable results while still

maintaining the realism that satisfies industry. This means that increasingly large

amounts of effort must go into collecting and analyzing incredibly large samples of

data on which to base your findings, even if it is not necessary, or may not even

generalize to the diverse field of software development just to achieve publication.
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