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ABSTRACT

Structured vocabularies are often used to annotate and classify data. These vocabularies

represent a shared understanding about the terms used within a specific domain. People of-

ten rely on overlapping, but independently developed terminologies. This representational

divergence becomes problematic when researchers wish to share, find, and compare their

data with others. One approach to resolving this is to create a mapping across the vocabu-

laries. Generating these mappings is a difficult, semi-automatic process, requiring human

intervention. There has been little research investigating how to aid users with performing

this task, despite the important role the user typically plays. Much of the research focus has

been to explore techniques to automatically determine correspondences between terms.

In this thesis, we explore the user-side of mapping, specifically investigating how to

support the user’s decision making process and exploration of mappings. We combine data

gathered from theories of human inference and decision making, an observational case
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study, online survey, and interview study to propose a cognitive support framework for

ontology mapping. The framework describes the user information needs and the process

users follow during mapping. We also propose a number of design principles, which help

guide the development of an ontology mapping tool called COGZ. We evaluate the tool and

thus implicitly the framework through a case study and controlled user study.

The work presented in this thesis also helps to draw attention to the importance of

the user role during the mapping process. We must incorporate a “human in the loop”,

where the human is essential to the process of developing a mapping. Helping to establish

and harness this symbiotic relationship between human processes and the tool’s automated

process will allow people to work more efficiently and effectively, and afford them the time

to concentrate on difficult tasks that are not easily automated.
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Chapter 1

Introduction

Biomedical researchers and scientists use structured terminologies such as classification

systems and ontologies to annotate and enrich the semantics of their data. The data may

be descriptions of clinical trials, genes, experiments, or research papers. However, these

scientists often work independently from each other and rely on different domain-specific

terminologies. Comparing, sharing, and finding these different “pockets” of related re-

search is very challenging. Relationships between similar terms in these heterogeneous

terminologies have to be specified in order to facilitate data integration and sharing. Map-

ping, the process of relating these terms based on a shared meaning, is a very difficult task,

one that relies on a combination of tool and algorithm development, along with human

intervention.

The mapping process is difficult because terminologies are developed by humans and

as a result they often encode our biases, cultural differences, and subjective world views.

For example, we have witnessed heated debates among biologists over what a phenotype

really means even though every first year biology text appears to clearly define this term.

There is a great deal of complexity in determining conceptual matches. Humans struggle

with categorizing and classifying certain types of data [Mur02], e.g., is a tomato a fruit or

a vegetable?

Categorizing and relating data requires a human to be in the loop, whereby the human

can use their real world knowledge and domain expertise to make these important deci-

sions. However, much of the research on mapping or relating data has been focused on
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the precision and recall of automated procedures for discovering correspondences. De-

spite years of research on this topic, coping with data heterogeneity is still one of the most

time-consuming data management problems. According to Bernstein et al. [BM07], every

database research self-assessment has listed interoperability of heterogeneous data as one

of the main research problems.

1.1 Motivation

Ontologies are one approach to representing structured terminologies or “knowledge”.

They provide a shared and common understanding about a specific domain [DF02]. They

represent the concepts and the various relationships within a domain. Ontologies are richer

in structure than a taxonomy, as relationships between concepts are not restricted to con-

tainment or subclass relationships. They can also include part of, has a, and other domain-

specific relationships.

Mapping ontologies is key to data and information integration [NGM08]. A mapping

represents a relationship between instances of two data representations [Mel04]. For on-

tologies, this generally consists of matching synonymous terms/concepts between two on-

tologies. Mappings can be used to help search applications via query expansion, where

a search query can be expanded using synonymous terms based on recorded mappings.

Mappings can also be used to relate data, where a researcher may annotate their data with

concepts from one ontology, but be able to relate their data to previous research annotated

with concepts from a different ontology.

Since mapping ontologies is so vital to resolving data heterogeneity problems, it has

received an increasing amount of attention in recent years. Mapping contests exist to com-

pare the quality of ontology matchers [OAE06], a mapping API that specifies a format for

expressing alignments has been proposed [Euz06], and workshops have been organized to

discuss this problem [OM206]. However, the research emphasis has primarily been on the

automation of this process, even though most ontology mappings involve the user at some
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Figure 1.1. Example of a mapping where the user interface does not scale [RCC05a].

stage of the process.

Research in this area has largely ignored the issue of user intervention (with a few

exceptions [RCC05a, MHH00]). Research has instead focused on designing tools and al-

gorithms to compute candidate correspondences. Many of these tools provide only text file

dumps of potential correspondences (e.g., FOAM [ES05]) or interfaces that quickly be-

come unmanageable (see Figure 1.1). The responsibility of verifying and working through

the mass of data computed by these algorithms is left to the user. This can be extremely dif-

ficult, requiring tremendous patience and an expert understanding of the ontology domain,

terminology, and semantics.

Contrary to this existing research trend, we feel that since the human is critical to the

success of the mapping procedure it follows that as researchers interested in addressing the

problem of mapping, we must address and emphasize the human needs. We believe that

this begins with understanding existing mapping processes, difficulties with using existing

tools, and the user decision making process. Through this understanding, better tools can
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be developed that help rather than hinder users. Cognitive support can be introduced to

the tools to reduce the cognitive load experienced by users. Cognitive support refers to

the introduction of external aids to support cognitive processes [Wal02a], while cognitive

load refers to the load on working memory during problem solving [PRS+94, p. 710].

In agreement with Bernstein et al. [BM07], we believe that cognitive support, and hence

better user interfaces, is critical to the biggest productivity gains in mapping tasks, not the

improvement of precision and recall in matching algorithms.

1.2 Problem statement and research objectives

In this thesis, we focus on understanding what cognitive support means in the context of

ontology mapping. Specifically, we address the problem: How can users be supported

during semi-automatic ontology mapping such that the accuracy and efficiency for creat-

ing mappings is improved? Based on this problem, we address several specific research

objectives:

O1: Determine implications for tool design based on biases and limitations of human in-

ference.

O2: Determine which parts of the mapping task are difficult and which are simple.

O3: Determine which tools are being used and how they meet or do not meet user require-

ments.

O4: Discover the process users follow for constructing mappings.

O5: Discover opportunities for cognitive support in ontology mapping systems.

O6: Use the opportunities to create design elements that are necessary for supporting users

during the mapping process.

O7: Create a tool that is based on the cognitive support design elements.

O8: Evaluate the tool and thus its design.
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1.3 Approach and methodology

We approach the problem of improving user support for semi-automatic ontology mapping

through four primary stages. First, we examine, through a series of user studies and back-

ground literature, which factors are important for ontology mapping, which problems users

are experiencing, which process is currently being followed, and which tools they are using

(Chapters 3, 4, 5, 6, and 7). Second, we combine results from these experiments and exist-

ing literature to propose a cognitive support framework for ontology mapping (Chapter 8).

The framework consists of a number of user information needs as well as describes an

ontology mapping process model. The framework identifies the various opportunities for

cognitive support within mapping systems. We use these opportunities to formalize a set of

mapping tool design requirements. Third, we use these requirements to develop an interac-

tive semi-automated ontology mapping tool (Chapter 9). The final stage is the evaluation of

the tool. We demonstrate that the approach is scalable to large biomedical ontologies, that

it improves the accuracy and efficiency of mapping, and that it has been adopted by other

researchers (Chapter 10). These stages form an iterative cycle, that is, the results from tool

development and evaluation helps to inform our study phase and framework throughout the

research.

We follow primarily a qualitative research methodology for the development of the

framework. This is due to the exploratory nature of research objectives O1 through O5.

We also base the framework in part on literature from cognitive psychology and specifically

on three behavioural experiments. For the initial evaluation of the framework, we follow

qualitative evaluation procedures as outlined by Creswell [Cre03] and we evaluate the tool

using a mixed methods approach [Cre03, p. 18]. These are discussed in more detail below

in Section 1.5.
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1.4 Scope

In this thesis, we limit our data integration scope to ontologies, however we believe that

many of the problems inherent in this domain are consistent across other similar domains.

Also, we focus primarily on specifying mappings between ontology concepts for the pur-

pose of determining semantic equivalence. This is the type of mapping primarily supported

in the biomedical community [BP, FBS, NGM08, UML]. Some applications of mappings,

such as query translation and structured data integration, need more specific transformation

rules in order to be carried out. We do not focus on this type of data integration, however,

we do discuss how we have been able to adapt our technique to support this process (see

Chapter 11).

1.5 Evaluation

We evaluate our framework following qualitative evaluation procedures. Specifically, we

use triangulation [Cre03] to validate emergent themes. This involves verifying that the

themes are present in multiple experiments and data sources. This provides justification

or evidence that the theme is a consistent usage pattern across a population of users. The

framework is also validated by expert reviews by publishing papers on the framework as

well as using input from our colleagues at the National Center for Biomedical Ontology

(NCBO) project [NCB].

The tool is evaluated following a mixed methods approach. We first demonstrate

through a case study that our approach is scalable and feasible for large biomedical on-

tologies. We then evaluate, through a controlled lab study, that the tool makes significant

improvements to the accuracy and efficiency of a user’s evaluation process when construct-

ing mappings. Finally, we discuss adoption from researchers and industry.
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1.6 Contributions

This thesis makes several contributions to the ontology research community. The studies

discussed in this thesis are the first studies specifically investigating human inference for

mapping, how users interact with mapping tools, which processes they follow and how they

interact in teams. The results of these experiments are combined to form a cognitive support

framework that describes the information needs of mapping users, the process they follow

and a set of design principles for developing mapping tools. This framework provides

requirements for any researcher interested in developing mapping tools.

The requirements were used to develop our own mapping tool called COGZ, which

combines visualization and filtering techniques to help support the user’s decision making

process. The evaluation experiment we introduce is the first study specifically investigat-

ing the cognitive support provided by a mapping tool. The findings from the study help

contribute to a theory of required tool support. All of these results have helped to draw

attention to the important role the user fulfills during the mapping process. We have helped

to emphasize that improvements to mapping quality and adoption will arise when users are

more effectively supported with the constructing mappings.

1.7 Organization of the thesis

This thesis is organized into three parts: The problem (Chapters 1 and 2), theory building

(Chapters 3 through 8), and applying and evaluating the framework (Chapters 9 through

12). See Figure 1.2 for an overview of the outline.

In Chapter 2, we introduce relevant background material related to ontologies, ontology

mapping, and the current state of the art in this field. Following this, in Chapter 3, we

discuss related work from cognitive psychology on human inference and decision making.

We use this to suggest several implications for ontology mapping, which later helps guide

the development of our cognitive support framework. In Chapter 4, we discuss related
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work on cognitive support, specifically work by Walenstein. His work fits well with the

implications derived in Chapter 3. Next, in Chapters 5, 6, and 7, we present three different

exploratory studies investigating the user-side of mapping. In Chapter 8, we combine the

results from these studies along with the relevant work on human inference to introduce a
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cognitive support framework for ontology mapping. We use this framework to help guide

the development of a tool (Chapter 9), which we evaluate in Chapter 10. We discuss some

of the extensions made to COGZ in Chapter 11 and finally discuss our future work and

contributions in Chapter 12.
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Chapter 2

Ontologies and the mapping problem

This chapter presents a brief history of the term “ontology” and how it has been adopted by

computer science. We also introduce the mapping problem in the context of ontologies and

a motivating example. A brief survey of existing tools for mapping ontologies is presented

along with a description of standard approaches for automatically computing mappings

between ontologies.

2.1 What is an ontology?

The word ontology is generally thought to have originated in early Greece from Plato and

Aristotle [Gru09]. The earliest known record of the word is from 1606 in the Latin form

ontologia [Lor06, ØSU05], while the earliest English occurrence of ontology appeared

in Bailey’s dictionary in 1721 [Bai21, Cor08]. In philosophy it is the study of being or

existence [Gru09].

In Computer Science, ontology was first adopted by researchers in Artificial Intelli-

gence (AI) in the early 1980s [McC80]. The AI community primarily used the term to refer

to a theory of a modeled world or part of a knowledge system. Later, in the early 1990s, in

an effort to create interoperability standards, an “ontology layer” was introduced as a stan-

dard component for a knowledge system technology stack [NFF+91]. Shortly afterwards,

an ontology was famously defined by Tom Gruber as an “explicit specification of a con-

ceptualization” [Gru93]. The introduction of this definition, although quite controversial,
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is credited with ontology becoming a technical term within Computer Science [Gru09].

Ontology in Computer Science shares commonalities with the philosophical origins. In

both cases, an ontology is the representation of objects, concepts, and other entities, along

with the properties and relations that hold between them [Gru93]. However, the focus

of the two areas is different. Philosophers are concerned with debating how to construct

an ontology and the entities of reality, while the focus in Computer Science is on devel-

oping controlled vocabularies and the practical uses of an ontology [ØAS05]. In Com-

puter Science, ontologies are primarily developed for the purpose of knowledge sharing

and reuse [GPP+93].

While only small ontologies have been developed in philosophy, a large number of

ontologies have been developed by computer scientists and in the physical sciences. For

example, BioPortal [BP], an online application for sharing and navigating ontologies, con-

tains over 100 ontologies specifically related to the biomedical field. Approximately 100

ontologies from a variety of domains are listed in the Protégé Ontology Library [PT2] and

Swoogle [SG2], the ontology search engine, contains over 10,000 ontologies in its index.

2.2 Components of an ontology

Ontologies consist of a number of different components that are used to help define and

model a domain. In this section, we provide a brief overview of the languages that have

been developed to create ontologies. We focus primarily on the Web Ontology Language,

and present a short description of its primary components.

There are many different languages available for developing ontologies; some of these

include: CycL [LG89, Len95], Protégé frames, Knowledge Interchange Format (KIF) [GF92],

Open Biomedical Ontologies (OBO) [OBO], Ontology Inference Layer (OIL) [Hor00],

DARPA Agent markup language (DAML)+OIL [Hv01], Open Knowledge Base Connec-

tivity (OKBC) [CFF+98], Web Ontology Language (OWL) [OWLb], Resource Descrip-

tion Framework Schema (RDFS) [BG00], and XML-Based Ontology Exchange Language
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(XOL) [KCT]. The purpose of an ontology is consistent across all of these languages: it

helps to define the concepts, relationships, and other distinctions relevant for modeling a

domain [Gru09]. The languages usually have different degrees of formality and granularity.

Many of the languages evolved from earlier languages.

Ontologies are often classified as lightweight or heavyweight [Tun07]. A lightweight

ontology consists of concepts, relationships between the concepts and properties that de-

scribe the concepts. This view of ontology is similar to software and database schema

modeling. A heavyweight ontology contains more explicit constraints and axioms to help

define the intended meaning of a concept.

Recently, the adoption of ontologies has increased in both research and industry, espe-

cially as interest and development in the Semantic Web has continued. The Semantic Web

vision is that the Internet can be a globally linked database, one that supports data interoper-

ability and machine readable semantics [Pal01]. It is primarily about two important things:

using common formats for data integration and a language for specifying how data relates

to real world objects [SW]. Ontologies are a large component of the Semantic Web. They

can be used to specify a common language and multiple applications can use concepts from

the same ontology. This ensures that each application is “talking” about the same thing,

potentially making data integration easier. Ontologies are part of the technology stack for

the W3C Semantic Web standard [BLHL01]. The W3C also recommends OWL [OWLb]

as a standard for developing ontologies for the Semantic Web1.

The OWL standard has three different “flavours”: OWL Lite, OWL DL, and OWL Full.

OWL Lite is a subset of OWL DL and is intended for users primarily needing a classifica-

tion hierarchy and simple constraints [OWLa]. OWL DL is a subset of OWL Full and is

intended for users that want maximum expressiveness while still having guaranteed decid-

ability. In OWL DL, all OWL language constructs are available, but they can only be used

under certain restrictions. Also, OWL DL supports Description Logic [BCM+03]. Finally,

OWL Full gives users maximum expressiveness and freedom with defining their ontology,
1In this thesis, most ontologies discussed were developed using OWL.
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but reasoning with the ontology is not guaranteed to be tractable. OWL ontologies are

specified using XML.

The three primary components of OWL are classes, properties, and individuals. Classes

are the building blocks of OWL; they are the concepts or terms within the domain being

modeled. Properties describe relationships between classes and individuals, where an indi-

vidual is a member of a class. For example, we can define a class “Country”, which may

have properties like “name”, “population”, and “GDP”, and a member or individual of this

class could be the instance “Canada”.

2.3 The mapping problem

A generic mapping problem occurs when there exists different representations of similar

information. These representations can be physical, like text, pictures, or events that we

experience. They can also be our own mental representations of these physical objects

and events. A mapping must be constructed in order to transform one representation into

another.

In computer science, a mapping problem is often described in terms of mapping two

schemas. A schema is an expression that defines a set of possible instances [BM07], like

an ontology or database schema. There are two main categories of mapping generation

[BM07]. First, given a source and target schema, a user or tool defines mappings between

the two data representations. This is the common category of mapping typically associ-

ated with applications of ontologies, XML and database schemas. Second, given only one

schema, a second schema is derived (semi-)automatically according to some metamodel,

along with the mapping. Database persistence tools such as Hibernate [HIB] use this ap-

proach to semi-automatically convert an object model into a relational model.

Ontology mapping is a solution to the semantic heterogeneity problem [SE08]. A map-

ping solution consists of a set of correspondences between semantically related entities of

ontologies. Formally, a correspondence is defined as a 5-uple: 〈id, e1, e2, n, r〉, where id is
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Figure 2.1. Example mapping between the Mouse Adult Gross Anatomy ontology and NCI
Anatomy. Terms from both the source and target ontology involved in the mapping are
bounded by the rounded rectangles and mapping correspondences are represented by the
solid curved arcs. Two separate document repositories have been annotated with terms
from the ontologies.

a unique identifier of the given correspondence, e1 and e2 are entities from the source and

target ontologies respectively, n is the confidence measure that the correspondence holds

for e1 and e2, and r is the relation [Euz06, SE05]. Relations typically include equivalence

(=), more general (w), disjointness (⊥), and overlapping (u) [SE08], although the exact

relationships specified are often application dependant. Also, the confidence value may be

omitted depending on the goals for producing the mapping.

2.3.1 Motivating example

Consider the two partial ontologies shown in Figure 2.1. On the left, referred to here as

the source, a partial branch of the Mouse Adult Gross Anatomy2 (MA) ontology is shown

and on the right, referred to here as the target, a partial branch of the National Cancer In-

stitute (NCI) Thesaurus3 ontology is shown. In this scenario, both ontologies have been
2http://bioportal.bioontology.org/ontologies/38664
3http://bioportal.bioontology.org/ontologies/13578

http://bioportal.bioontology.org/ontologies/38664
http://bioportal.bioontology.org/ontologies/13578
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used as a controlled vocabulary to annotate collections of scientific documents. For exam-

ple, a biomedical curator may have associated terms from the source, like “mesothelium”,

“limb”, and “trunk”, with text from research papers stored in a document repository. These

annotations can be used to categorize, explore, and search the document collection.

The two ontologies contain many of the same concepts, but the concepts are some-

times represented differently (e.g., “fore limb” and “Lower Extremity”). This heterogene-

ity poses a problem if scientists familiar with the MA ontology wish to search documents

from the target (NCI Thesaurus) document repository. To resolve the potential terminolog-

ical differences, a mapping can be constructed between the two ontologies. The mapping

correspondences can then be used in a search or navigation application so that terms from

the source ontology can find matching documents within the target repository.

In Figure 2.1, a partial mapping between the two branches are represented by the

bounded terms with arrows mapping a source term to a target term. The mapping cor-

respondences can potentially be used for other applications besides search. For example,

the mappings are the first step towards merging the two ontologies into a single ontology

or transforming data represented by one ontology into the other. However, constructing

these mappings is a difficult process. In the next section, we expand on why this is such a

difficult problem.

2.3.2 Why is mapping difficult?

The study of mapping problems is pervasive throughout computing. In theoretical com-

puter science, the problem manifest itself in areas like graph matching [Kuh55], string

matching [SM97, p. 49], and complexity analysis [GJ79, p. 13]. In the database com-

munity, this problem appears in the form of different database versions, similar databases

developed independently, and the construction of mappings between object to relational

models. As we introduce new technologies and seemingly new research areas, this prob-

lem manifests itself yet again. We see it in XML schema mapping [biz07], report genera-

tion [cry], and Extract-Transform-Load (ETL) tools [etl].
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As pervasive as this problem is within Computer Science, it is even more pervasive in

biological information processing. Humans deal with mapping problems everyday. Writ-

ing, reading, and interpreting our surroundings, are all forms of mapping. When we see

the world with our eyes, we must transform this information into our own internal repre-

sentation. This transformation process is quite natural for us, but still relies on mapping

one representation to another. For example, both the construction and interpretation of a

cave drawing is a mapping problem. To construct such a drawing, the artist first witnessed

or experienced some event that he internalized in his head. This interpretation was then

externalized in a pictorial form.

Conceptually, ontology mapping is closely related to these “real world” problems of

mapping. The conceptualization that is specified in an ontology is an interpretation of real

world entities that exist as abstract ideas or as mental symbols in our “heads”. With on-

tologies, we attempt to encode and define these concepts. Ontologies are supposed to help

alleviate some of the problems of heterogeneity because if a concept is formally defined

then we know exactly what that concept means and mapping it to synonymous concepts

should be easier. However, these definitions have limits that are intrinsic to the ontology

representational formalism.

The formalism for defining terms in an ontology is based on the classical view of cate-

gories. This view proposes that definitions are the proper way to characterize meaning and

category membership [Mur02, p. 11]. This view was first proposed by Aristotle and was

later adopted in early psychological approaches to understanding concepts. The classical

view makes three major claims [Mur02, p. 15]. The first is that concepts are mentally

represented definitions and a definition provides the necessary and jointly sufficient condi-

tions for membership in the category. The second is that every object is either in or not in

a category. The third is that all category members are equally good, that is, a member of a

category cannot be a more typical member than another member of that category.

Since Rosch’s work in the 1970s [Ros78], this view has mostly disappeared in cognitive

psychology. This is in part due to philosophical and empirical reasons. One of the main
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philosophical arguments against the definitional approach is that it is very difficult to define

concepts through necessary and sufficient conditions. Wittgenstein used the example “dog”

to make this argument [Mur02, p. 17]. For example, we can define a dog as a four legged

animal, that barks, has fur, eats meat, etc. However, this is not a valid definition, there

are dogs with less than four legs and there are also hairless dogs. Another problem is that

the neatness of the classical view does not appear to match human concepts. People have

difficulty assessing category membership and studies have shown that people are not able

to segregate items into clear members and non-members [Ham79].

Despite these advances in cognitive psychology, ontologies are still based on this clas-

sical view of categories. OWL even retains the use of the terms necessary and sufficient

conditions. This approach for ontology construction is attractive because definitions can

be described using logical expressions, which are then machine processable. However, we

cannot rely purely on the definitions to solve issues of heterogeneity. The definitions cannot

encapsulate the real world knowledge that the domain experts possess. Thus, it is critical

to understand the domain and the context in which a term is intended.

Obtaining this understanding is very difficult. Languages are known to be locally am-

biguous, meaning that a sentence may contain an ambiguous portion that is no longer am-

biguous once the whole sentence is considered [PPP]. Humans use detailed knowledge

about the world to infer unspoken meaning [NLP]. As of yet, it is very difficult for ma-

chines to simulate this process.

The underlying data format used for specifying the ontology also introduces potential

problems. The language used (e.g., OWL, RDF, XSD) constrains the expressiveness of the

data representation. For example, many formats lack information relating to units of mea-

sure or intended usage [BM07]. Also, in ontologies, the concepts are largely characterized

by a term or a small set of terms, which due to language may lack sufficient information to

be properly interpreted.

Ontologies are also developed for different purposes and by users with potentially op-

posing world views. This may result in two ontologies describing concepts with different
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Figure 2.2. Example of semi-automatic mapping process. A user is involved in iteration
with the tool. As the user evaluates potential correspondences, their decisions are used by
the tool to make other suggestions about mappings. This iteration continues until the user
determines the mapping is complete.

levels of granularity or the same concept with different intended application or meaning.

All of these issues make discovering and defining mappings a very challenging prob-

lem. In the next section, we discuss some of the various research tools and algorithm

approaches that have been developed to help address this problem.

2.4 Ontology mapping tools

Ontology mapping is a prerequisite for many ontology-related applications. These include

instance mediation across web sites, agent communication over the Internet, web service

integration, and query and answer rewriting [dP04, Ee04]. The quality of these applications

depends largely on the underlying mapping.

Most mappings are created semi-automatically, where a user works directly with a tool

or inspects and manipulates output produced by a tool. Often, the user works in “iteration”

with the tool; that is, as the user approves and rejects suggested correspondences, that in-

formation is used by the automated procedure to make further suggestions (see Figure 2.2).
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Figure 2.3. Screenshot of Chimaera interface for merging two classes.

A large variety of mapping tools exist to help compute correspondences. Most of their

user-interfaces fall into one of three categories: console-based, web-based, and graphical

user interfaces (some tools support more than one of these interfaces).

FOAM (Framework for Ontology Alignment and Mapping) [ES04b] is a tool for fully

or semi-automatically aligning two or more OWL ontologies. The underlying alignment al-

gorithm uses heuristics to compute similarity between ontological terms and the individual

entities (concepts, relations, and instances). The authors of FOAM originally attempted to

apply existing alignment algorithms, but found that the existing techniques, when applied

to real-world datasets and use cases, did not meet their requirements [ES04b].

The software is available in two forms, as a downloadable Java application and also

as a web service. The Java application only supports a console-based interface. The user

supplies the application with a parameter file that specifies the location for the ontolo-

gies to align, an optional file of pre-known correspondences, and algorithm specifications.
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The FOAM tool saves all the computed correspondences to a results file, in the form:

“<uri1>;<uri2>;<confidence>”, where the <confidence> is a number between zero and

one representing how strong the matching is between <uri1> and <uri2>. In the semi-

automatic approach, FOAM asks the user to verify certain correspondences and the user

can specify in the parameter file the maximum number of questions that should be posed.

Chimaera [MFRW00] is a software system that supports ontology merging and diag-

nosis. The system has a web-based interface where the user interacts with web forms to

upload ontologies, select algorithm parameters, and merge similar ontology entities (see

Figure 2.3). The merge algorithm produces a candidate list of correspondences as match-

ing terms, based on term name similarity, term definitions, possible acronyms and expanded

forms, and suffix matching [Ee04]. Similar to FOAM, Chimaera supports OWL ontologies

and produces mapping correspondence results in OWL descriptions.

Two other related tools are MoA Shell [Ins03] and the OWL Ontology Aligner [Zhd].

MoA was developed by the Electronics and Telecommunication Research Institute (ETRI)

in South Korea and is an environment for merging ontologies [ES04b]. There is currently

not a lot of detailed information about how MoA works, although it is known that its map-

ping algorithms are similarity based. MoA exposes a library of methods via a console-

based interface. The environment only supports OWL files. Similarly, the OWL Ontology

Aligner only supports OWL files, but uses a web-based interface. The user supplies the

URIs to the two ontologies to map in a web form, and the system produces a list of possi-

ble mapping correspondences in HTML formatted table.

COMA++ [Do06], PROMPT [NM03], AlViz [LS06], OLA [ELTV04], and the NeOn

toolkit all support graphical user interfaces. COMA++ automatically generates mappings

between source and target schemas (XML or OWL), and draws lines between potentially

matching terms (see Figure 2.4). Users can also define their own term matches by interact-

ing with the schema trees. Hovering over a potential correspondence displays a confidence

level about the match as a numerical value between zero and one.

PROMPT (see Figure 2.5) was developed by the Stanford Medical Informatics group
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Figure 2.4. Screenshot of COMA++ interface.

and was built as a plugin for the popular ontology editor Protégé4. The plugin supports

tasks for managing multiple ontologies including ontology differencing, extraction, merg-

ing, and mapping. PROMPT begins the mapping procedure by allowing the user to specify

a source and target ontology. It then computes an initial set of candidate correspondences

based largely on lexical similarity between the ontologies. The user then works with this

list of correspondences to verify the recommendations or create custom correspondences

that were missed by the algorithm. Once a user has verified a correspondence, PROMPT’s

algorithm uses this to perform structural analysis based on the graph structure of the on-

tologies. This analysis usually results in further correspondence suggestions. This process

is repeated until the user determines that the mapping is complete. PROMPT saves verified

correspondences as instances in a mapping ontology [CM03]. The mapping ontology pro-

vides a framework for expressing transformation rules for ontology mappings. It describes

the source and target correspondence components and can also associate metadata with
4http://protege.stanford.edu

http://protege.stanford.edu
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Figure 2.5. Screenshot of PROMPT plugin while mapping two university ontologies.

the correspondence, such as the date, who created the correspondence, and a user-defined

comment.

Similar to PROMPT, AlViz is a plugin for Protégé, however the tool is primarily in

an early research phase. AlViz was developed specifically for visualizing ontology align-

ments. It applies multiple-views via a cluster graph visualization along with synchronized

navigation within standard tree controls (see Figure 2.6). The tool attempts to facilitate

user understanding of the ontology alignment results [LS06] by providing an overview of

the ontologies in the form of clusters. The clusters represent an abstraction of the original

ontology graph; moreover, clusters are colored based on their potential concept similarity

with the other ontology.

OLA (OWL Lite Alignment) is a tool for automated alignment construction as well
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Figure 2.6. Screenshot of AlViz plugin while mapping two tourism ontologies [LS06].

as an environment for manipulating alignments [ELTV04]. The tool supports parsing and

visualization of ontologies, automated computing of similarities between ontology entities,

manual construction of alignments, visualization of alignments, and comparison of align-

ments (see Figure 2.7). OLA only supports OWL Lite ontologies and uses the Alignment

API specified in [Euz06] to describe a mapping. The mapping algorithm finds correspon-

dences by analyzing the structural similarity between the ontologies using graph-based

similarity techniques. This information is combined with label similarity measures (e.g.,

Euclidean distance, Hamming distance, substring distance) to produce a list of mapping

correspondences.
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Figure 2.7. Screenshot of OLA visualization of an OWL ontology.

The NeOn toolkit [DdB+08], developed as an Eclipse plugin5, is an environment for

managing ontologies within the NeOn project6. NeOn supports run time and design time

ontology mapping support and can be extended via plugins. The toolkit includes a mapping

editor called OntoMap, which allows a user to create and edit alignments (see Figure 2.8).

Similar to the previously mentioned tools, NeOn supports OWL ontologies, however it

also supports RDF and F-Logic. The toolkit can also convert a variety of sources (e.g.,
5http://www.eclipse.org
6http://www.neon-project.org

http://www.eclipse.org
http://www.neon-project.org
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Figure 2.8. Screenshot of NeOn toolkit mapping editor [NE008].

databases, file systems, UML diagrams) into an ontology to be used for mapping.

Common to all of these tools is their support for OWL ontologies, which is the standard

ontology language. They each use their own mapping formats, but the formats follow a

similar description as previously discussed in Section 2.3. Also, each of the tools supports a

semi-automatic process where the user works to validate automatically generated mapping

correspondences. However, little user-based evaluation of these tools has taken place, and

the few existing studies focus primarily on algorithm effectiveness without an explanation

of the results. This is not surprising as no theory on how users define a mapping existed at

that time. In this thesis, we begin the process of discovering this theory.
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2.4.1 Mapping tool evaluation

As mentioned, current evaluation procedures for all of these tools have focused on the eval-

uation of the produced mappings in comparison to known mappings. PROMPT is the only

tool where the tool authors performed a user evaluation experiment [NM02]. The exper-

iment concentrated on evaluating the correspondence suggestions provided by the tool by

having several users merge two ontologies. The researchers recorded: the number of steps,

suggestions followed, suggestions that were not followed, and what the resulting ontolo-

gies looked like. Precision and recall are used to evaluate the quality of the suggestions:

precision was the fraction of the tool’s suggestions that the users followed and recall was

the fraction of the operations performed by the users that were suggested by the tool. The

experiment only involved four users, which was too small to draw any meaningful con-

clusions. The authors stated that, “[w]hat we really need is a larger-scale experiment that

compares tools with similar sets of pragmatic criteria [NM02, p. 12].”

Lambrix and Edberg [LE03] performed a user evaluation of PROMPT and Chimaera for

the specific use case of merging ontologies in bioinformatics. The user experiment involved

eight users, four with computer science backgrounds and four with biology backgrounds.

The participants were given a number of tasks to perform, a user manual on paper, and

the software’s help system for support. They were also instructed to “think aloud” and an

evaluator took notes during the experiment. Afterwards, the users were asked to complete

a questionnaire about their experience. The tools were evaluated with the same precision

and recall measurements as used in the previously described PROMPT experiment [NM02],

while the user interfaces were evaluated using the REAL (Relevance, Efficiency, Attitude,

and Learnability) [Löw93] approach. Under both criteria, PROMPT outperformed Chi-

maera, however, the participants found learning how to merge ontologies in either tool was

equally difficult. The participants found it particularly difficult to perform non-automated

procedures in PROMPT, such as creating user-defined merges.

Although some researchers feel that more comprehensive experiments focused on how

people actually perform mappings is key to productivity gains in the various related areas
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of schema matching [BM07, FS07b], other than these few examples, there has been very

little research on this topic. Moreover, there is a lack of visual paradigms for ontology

mapping. We feel that due to this, much of the ontology mapping research never leaves

academic labs. As ontology usage continues to increase this problem must be addressed.

2.4.2 Mapping algorithms

There has been a variety of approaches used to automatically or semi-automatically perform

ontology mappings. For example, Euzenat et al. discuss over 20 different algorithms and

tools in [Ee04]. Very few of these approaches take into account the communication that

must take place for the user to verify the produced mapping. Instead, they concentrate on

the metrics for determining similarity between ontology terms.

One of the most widely used methods for computing similarities is heuristic techniques

applied to the schema or ontological description. Heuristics are generally applied in two

different ways. First, they are applied to the labels in the ontologies to compute lexical sim-

ilarity, and second, they are applied to the structure of the ontology to measure structural

similarity between terms. Chimera [MFRW00] and PROMPT [NM03] use lexical similari-

ties to make suggestions to a user. They first execute an ontology alignment algorithm that

attempts to find similar matches on concept names, prefixes, suffixes, or word roots. They

then use the user’s feedback about the suggestions to make further suggestions based on

structural similarities.

Structural similarity is often partitioned into two classes: internal and external structure

[Ee04]. Internal structural comparisons measure similarity between concept properties,

such as cardinality, range, and symmetry. External structural comparisons attempt to find

similarities between the ontologies by considering the ontology as a graph where edges are

formed from the relationships described by the ontology (e.g., is_a). Most ontology map-

ping algorithms/tools apply a hybrid approach. For example, QOM [ES04a], uses a large

number of heuristics for calculating label similarity (e.g., edit distance, substring matches,

exact matches), internal structure similarity based on set similarities, and external structure
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similarity. All of these heuristics are combined using a weighted sum and normalized into

a single metric.

Another, less widely used approach is the instance-based or instance-level approach [DDH03].

Here, concepts are compared based on their instances rather than their representation. An

instance is an actual value of a concept, for example, an instance of a concept “Professor”,

would be an actual professor, such as Dr. Donald Knuth. Concept similarity can then be

measured by comparing shared instances. Another way to measure the similarity for an

instance-based approach is to apply machine learning techniques to build classifiers for

concepts. The Glue system is an example of this; it builds learning classifiers for concepts

and then evaluates the joint probability distribution of the assigned instances [Ee04].

The final mapping approach that is sometimes used is based on mapping ontologies to

a standard data dictionary such as WordNet [wor] or UMLS (Unified Medical Language

System) [UML]. With this technique, the data dictionary acts as a canonical form for every

ontology that needs to be mapped. Each ontology can be compared to the data dictionary

and the most similar term in the data dictionary becomes the canonical representation of the

ontology term. Overlapping correspondences to the same canonical term from different on-

tologies indicate correspondences between those ontological terms. The advantage of this

approach is that you are working with a known dictionary of terms, allowing researchers or

developers to specifically tailor their algorithms for the terms within that dictionary. The

disadvantage is that correspondences may be missed if a suitable canonical term does not

exist in the data dictionary.

2.5 Summary

Ontology use is quickly growing. Ontologies provide a shared and common vocabulary

for representing a domain of knowledge. Standards, such as OWL, have been proposed to

the W3C for the development of ontologies, and thousands of known ontologies now exist.

However, ontologies often describe similar domains and in order to support interoperability
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correspondences between these ontologies must be created.

Developing a mapping is a very difficult process and as a result has received a lot of

attention in the research community. Most of the research has been on developing tech-

niques for automatically discovering mappings. The relationship between users and the

underlying mapping algorithms used by software tools is generally ignored. In ontology

mapping, researchers tend to emphasize the algorithm component, however, it is important

to consider the user’s perspective in order to generate the best mapping. Supporting the

user goes beyond simple user interface enhancements. For example, in ontology mapping,

when algorithms report correspondences between concepts that are not obviously correct,

understanding how and why the algorithm made this decision is important for the user so

that they can properly validate or reject the correspondence. Thus, a user may actually

perceive a less sophisticated algorithm as more useful than a technically more accurate

algorithm if the algorithm lacks the ability to “explain” its results.

In a complex task, like ontology mapping, the relationship between the user and the tool

has to be symbiotic. The user depends on the tool to help reduce the complexity of the task,

while the tool relies and receives reinforcement from the user in order to guide the iterative

nature of the underlying algorithms. In the next chapter, results from cognitive psychology

on categorization, human inference, and decision making are presented. This builds on the

discussion of some of the problems presented in section 2.3.2 on why mapping is difficult.
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Chapter 3

Human inference and ontology mapping

It is common knowledge that humans have short-term memory limitations [Mil], but there

are other important limitations to human cognition. In this chapter we summarize relevant

work from cognitive psychology on categorization, human inference, and decision making.

We also summarize results from three behavioral studies that help illustrate the significance

that categorical knowledge influences human inductive judgements. This discussion is im-

portant in order to understand what limitations and biases may influence users during an

ontology mapping and comprehension task. We use this understanding to outline important

implications for ontology mapping, addressing research objective O1. Parts of the literature

review, experiments, and results were previously discussed in [YF08].

3.1 Human inference

Humans use inference during ontology mapping to make decisions about concept compar-

isons. An inference, in a way, is the extension of a property from concept A to another

concept B. For example, knowing that plant A is poisonous, we may determine that plant

B is poisonous based on observable shared properties. It has been suggested that this type

of category-based inference simplifies the process required to experience all the unique

events we witness in our daily lives [HB00]. Categorization limits the information we need

to consider during inference [YM00]. Also, categories help provide us with simple “ex-

planations” and “interpretations” of phenomenona we experience [Kei]. For instance, if
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someone is describing a building, and they label that building as a “house”, then that cate-

gorization immediately allows us to make inferences about that building. These inferences

are essentially predictions about the characteristics of that building. Since it is a house, we

assume it has certain features common to other houses that we have had prior experience

with.

Similar predictions or inferences take place during ontology exploration and mapping.

Given a concept label, we use that label to represent a category of objects. Provided the

objects across two category labels are highly similar, then a human may decide that those

category labels, and hence the ontology concepts, represent the same thing.

This categorization process is fundamental to human inductive inference. We appear

to carry out this process easily. However, category learning is a difficult task and there

are costs associated with constructing an incorrect categorization [HB00]. Our goal in this

research is to discover how to best support this kind of process during ontology mapping,

but how to do this raises several important fundamental questions. How did we acquire

the ability to make inferences? Are there systematic errors we tend to make while making

inferences like this? By investigating and understanding these questions, we can discover

what human factors are important for ontology mapping systems. We begin by presenting

related work from cognitive psychology on object permanence and inference.

Object permanence refers to the fact that an object exists permanently whether we can

see it or not, unless some external force modifies it [Mur02]. Children have quite a sophis-

ticated understanding of this even at a young age. Brown [Bro57] showed that preschool-

aged children used linguistic categories (i.e., count nouns, mass nouns, and verbs) to assign

meaning. In the experiment, children were shown a picture and the picture was described

using a meaningless word zup. Three different descriptions were used, where the word

was present as a verb, count noun, and mass noun. For example, as a verb phrase, “This

is zupping”, as a count noun, “This is a zup”, and as a mass noun, “This is some zup”.

The children were then shown three other pictures displaying motion, an object, and mass

and were asked to select one picture as an example of the first. When the verb phrase was
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used, children tended to select the action picture. As a count noun, the object picture was

selected, and finally, as a mass noun, the mass related picture was selected. The implication

of this experiment was that children make use of a procedure known as syntactic bootstrap-

ping, in which the syntax of a word provides initial cues for inferential projection [NS07].

Related to this, Gelman et al. showed that category labels lead to changed expecta-

tions, which can have both positive and negative effects [GH99]. The authors showed that

categorical noun labels lead to inferential biases in four to five year old children. In their

experiments, hypothetical characters were described as having certain characteristics and

each character was described with a noun label condition or a verbal-predicate condition.

For example, “She is a carrot-eater” as a noun condition, versus “She eats carrots whenever

she can” as a verbal-predicate condition. Children were then asked a series of inference

questions about the person described, e.g., “Did she eat carrots in the past?” and “Will

she eat carrots when she is a grown up?”. The authors found that children associated the

properties central to the identity of the character as more stable in the noun label condition.

In separate experiments, Gelman et al., found that children predicted objects grouped by

a common label had shared properties/features even when the objects differed in appear-

ance [GM86].

Similar results have been shown in studies involving adults. Markman tested whether

a noun label supports the creation of more inferences and is considered more stable than

an adjective label [Mar89]. In one experiment, participants were asked to list properties

of categories, where the categories were either presented as nouns or adjectives, e.g., “an

intellectual” versus “intellectual”. The participants were able to list more properties for

the noun condition than the adjective condition. Also, Yamauchi et al. demonstrated that

concrete noun labels create reasoning biases and that category labels are not just another

feature on par with other category features [YM00]. Instead, the category label guides a

person’s attention. Categorization appears to increase the perception of within-class simi-

larity and between-class differences [TW] and this effect is exaggerated when grouped by

noun labels.
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3.2 Decision making

Human inference influences the types of decisions we make. In ontology mapping, one

of the primary responsibilities of the user is to make decisions about potential correspon-

dences that are computed by the automated procedure and to also manually create corre-

spondences missed by the algorithm. In this section, we briefly review several decision

making theories from cognitive psychology, and later, throughout the discussion of our

experiments, relate these to observations from our studies.

Recently, in many areas of science, our understanding of problem solving and decision-

making has had major gains. Research has demonstrated that people often solve problems

by selective, heuristic search through large problem spaces and large databases [SDH+86].

Experts, such as chess masters, use these techniques to solve complex problems. They

cannot analyze all possibilities from one chessboard state; they must prune their search

space by using a variety of heuristics. Humans have successfully adapted heuristics of this

type into computer chess playing systems. This type of decision-making process is known

as the heuristic-systematic persuasion model [Syq].

People are able to reduce problems and complexity down to manageable sizes. The

exact details of how people do this is not known. However, there has been a growing re-

alization in the sciences that coping with complexity is central to human decision-making

[SDH+86]. Besides heuristics, humans, especially experts, are able to access large amounts

of information that is stored in memory when an appropriate cue exists to signal its rele-

vance. For example, doctors diagnose patients based on symptoms as described by the

patient or collected through tests. These symptoms act as cues, which trigger their knowl-

edge about a possible cause. In ontology mapping, appropriate contextual cues about a

concept’s meaning must exist for the expert to validate concept correspondences.

The elaboration likelihood model [Syq] suggests that we make decisions in two ways.

The first is when we are motivated about the problem and decision. In this case, we take

a central route to decision-making. We do this by paying attention to the situation and
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thinking logically. On the other hand, if we are not motivated, then we take a peripheral

route where our decision can be swayed based on surface characteristics of the problem.

Related to the decision-making process is the actual deciding that we do. There have

been a variety of theories suggested in the literature. Below, we summarize a few of these

that we believe relate to ontology mapping decisions.

Filter theory: suggests that we make decisions through a series of selection filters [KD62].

For example, a doctor may begin by asking a patient about their general symptoms

and then continue to narrow the focus of the questions based on which possible di-

agnoses match the symptoms. In this case the symptoms act as a filter for possible

choices.

Perceptual contrast effect: describes the effect that humans often make decisions by com-

paring and contrasting a decision item with a reference item.

Bounded rationality: was introduced to combat decision models that assumed humans to

be fully rational [NS72]. It suggests that there are limits to human rationality, such

as a limited capacity to understand everything, and we often make decisions with

limited time.

Explanatory coherence: suggest that we build explanation hypotheses when we are trying

to understand something [Tha89]. We prefer explanations that have greater breadth,

are simple, and are plausible.

Multi-attribute choice: describes the decisions we make when comparing situations/ob-

jects with multiple attributes [EH81]. We tend to compare shared attributes or focus

on the differences in order to come to a decision. For example, when deciding on

which computer to purchase, we compare the shared features or attributes of the two

machines as well as the differences.

Involvement: discusses how emotionally involved versus non-involved people make de-

cisions [PC86]. Emotionally involved people want to make their own decisions and
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Figure 3.1. Example of two stimuli [Yam07]. In (a) the insect labels match, while in (b)
they do not. In both scenarios, the participant must predict what horns the Test insect has.

also pay more attention to the details involved in the decision. Non-involved people

do not want to put effort into their decisions and will happily let someone else tell

them what to think. Emotionally involved people can become non-involved if they

are overloaded with information as the quantity can overwhelm them.

All of these theories are important for understanding the cognitive processes involved

in performing mapping tasks. By recognizing any of these decision theories in our exper-

iments, we will potentially be able to introduce techniques to help support the decision

making process. In the next section, we take a more in-depth look at human inferential

judgement by presenting results from three behavioural studies. These studies investigate

how humans make judgements based on ontological features, such as class labels and prop-

erty values.

3.3 Behavioural studies

In the following sections we summarize results from three behavioural studies that were

first presented in [Yam07, YF08]. These studies were conducted to investigate categorical

knowledge in inductive reasoning, default strategies for inference, and the role of language

during induction. They were specifically designed to test the types of inference and induc-
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Figure 3.2. Example of two stimuli with pictorial labels [Yam07]. In (a) the insect labels
match, while in (b) they do not. In both scenarios, the participant must predict what horns
the Test insect has.

tion that is carried out during ontology creation, exploration, and mapping.

3.3.1 Study 1

The first study investigated the role of categorical knowledge in human inductive reason-

ing [Yam07, YF08]. Participants in the study were given pictures of cartoon insects, side by

side, and were asked to predict the value of a hidden attribute of a test insect based on the

sample insect. The value of the attribute could be either consistent with the sample insect

or inconsistent with the sample. For example, in Figure 3.1(a), selecting the large horns

for the test subject would be consistent with the sample insect, while selecting the small

horns would be inconsistent. Arbitrary labels were assigned to each insect (e.g., “monek”

and “plaple”). When the labels matched, it was assumed that the subjects would be more

likely to choose the consistent feature value. The goal of the experiment was to test how

this judgement would be influenced when the labels were assigned different ontological

information, that is, class-label versus property possession.

In the class-label condition, the participants were instructed that the label represented

the type of insect, while the property possession condition represented the shape of the

wing the insects possessed. To test the extent to which textual labels influence judgement

versus another means of representation, some participants received the same stimuli where
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class and property labels were represented by pictures rather than text (see Figure 3.2).

As was assumed, when the test and sample insects had the same labels, the participants

were more likely to predict the insects as sharing similar properties and when the test and

sample insect labels were mismatched, this consistency declined. However, interestingly,

this effect was smaller when labels represented property information rather than class infor-

mation and the pictorial labels appeared to be less important for inference than the textual

labels. Overall, it appeared that participants relied more heavily on textual class labels for

making feature comparisons than pictorial or property labels.

3.3.2 Study 2

In this experiment, the same cartoon insects from the first experiment were used [Yam07,

YF08]. However, participants were told in the instructions that the class labels were de-

termined randomly by a coin toss. This random condition was compared to meaningful

property conditions, where labels represented properties such as a disease the insects car-

ried or the name of the island the insects are found on. The goal was to demonstrate that

class-labels are part of our default reasoning strategy. If this is true, then participants should

still be more likely to predict similar property values for insects with the same class label

or different values for different class labels when compared to the property label condition

even though the class labels were randomly assigned.

The result indicated that this hypothesis was true. The impact of the random class labels

was still higher than the property label condition. This implies that humans tend to rely on

class labels somewhat automatically.

3.3.3 Study 3

In this third experiment, the role of language was investigated to determine the inductive

potential of class labels [YF08]. This gives insight into why people tend to use class labels

even when they are not meaningful.
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The experiment compared the influence of categorical statements versus non-categorical

statements. For example, “Linda is a feminist” is a categorical statement. It assigns the per-

son “Linda” to the category “feminist”. A non-categorical statement meaning essentially

the same is “Linda believes in and supports feminism.” In the experiment, participants

were presented with premises such as these along with a conclusion, and had to estimate

the strength of the conclusion based on the premise. Two examples are shown below.

Argument 1

Premise: Linda is a feminist.

Conclusion: Linda likes chicken fried rice.

Argument 2

Premise: Linda believes in and supports feminism.

Conclusion: Linda likes chicken fried rice.

There is no obvious link between the premise and conclusion in the examples shown.

One would assume that the strength of the conclusions for both stimuli should be roughly

equal. The only way to find strength to support the conclusion is by making up an expla-

nation. The hypothesis in this study is that categorical statements increase the perceived

likelihood that the conclusion follows the premise even when they have no obvious link.

The results supported this hypothesis. Participants in the categorical statement con-

dition were far more likely to endorse the conclusion than those in the non-categorical

statement condition. This appears to be related to the fact that categorical statements as-

sist with processes such as justification and generalization, as was discussed above in the

related work on human inference.

3.3.4 Conclusions

Based on the study results and the literature review, we arrived at the following conclusions:

• People overuse class-inclusion information to make an inference, even when the in-
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Figure 3.3. Example of mapping scenario where context is import. In (a), the user must
determine if “Cold” on the left should be mapped to “Cold” on the right. In (b), the parent
concepts are shown. With the given context, the two terms should not be mapped even
though they lexicographically match.

formation is inadequate.

• The overreliance on class-inclusion information is partly reinforced by linguistic in-

formation (i.e., is-a statements).

• People tend to employ some default strategies to justify their judgements, and cate-

gorical statements encourage this tendency.

3.4 Implications for ontology mapping

In the following section we outline several important implications or human factors for

ontology mapping based on the conclusions previously introduced. These implications
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help guide the development of the cognitive support framework introduced in Chapter 8.

People tend to overuse class-inclusion relations in making inferential judgements. Ontol-

ogy mapping tools need to supplant this shortcoming.

Recognizing that we rely heavily on categorical statements for human inference has

important implications for ontology mapping tool design. Many mapping tools provide

output in some variation of the following form: < uri1 >,< uri2 >,< similarity >,

where uri1 is a concept from the source ontology, uri2 is a concept from the target ontol-

ogy, and similarity is a numeric value of similarity computed automatically in the range

[0, 1] [ES05]. However, the taxonomic structure of an ontology as well as the properties

of a concept specify the context of a term. The term alone or the URI reference alone is

not always enough for a human to determine whether the concepts actually mean the same

thing (see Fig. 3.3).

The results from Studies 1-3 imply that users are likely to default to comparing the re-

sults of the automatic procedure based on the categorical information of the URI references,

rather than actually inspecting the context of the term usage. It is important that mapping

tools make this context readily available, make its inspection part of the mapping process,

and also highlight contextual similarities and differences between the concept. Otherwise

users are likely to make mistakes.

Properties are not equal in their importance. Some properties are more important in deter-

mining class membership.

The expressiveness of properties is critical in ontology mapping for determining cor-

respondences between concepts. Mapping algorithms such as NOM and QOM [ES04a]

compare the set similarity between concept properties to help determine concept equality.

All properties of the concepts being compared are treated equally. However, for many con-

cept comparisons, treating all properties the same will introduce noise and lower the real

actual similarity.

For example, consider comparing concepts “Watch” and “WristWatch”. “Watch” has
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properties “TellsTime” and “HasStrap” while “WristWatch” has properties “CanTellTime”,

“Strap”, and “Color”. Intuitively, the properties “TellsTime” and “CanTellTime” are con-

siderably more important to the human concept of watch than a property like “Color”, and

the fact that concept “Watch” does not have the “Color” property should not influence its

concept similarity to the same degree as being able to tell time.

Mapping algorithms as well as structural representations of a concept in a mapping

system user interface could potentially use a metric such as TF-IDF [Jon72] that takes into

account how rare a property is to help determine how distinguishing that particular property

is. Properties like “name” are common and they are not distinguishing characteristics or

features of a concept. Potentially, a unique concept property is more important for algo-

rithmic comparison and inferential judgement by a user.

Distinguishing similarities and differences in properties when making concept compar-

isons could facilitate human decision making. As mentioned, the multi-attribute choice

theory states that humans compare both shared and different properties for object compari-

son. Visual tools for concept comparison in mapping systems could facilitate this process.

3.5 Discussion

We need to harness the relationship between humans and machines to produce better on-

tology mapping systems. Coradeschi and Saffioti [CS06] suggest that the future of intel-

ligent robotics lies not in the development of fully automated robots, but partially auto-

mated robots. Some tasks, such as classification and pattern recognition, are very difficult.

Robots need help from humans, while robots can help humans with tedious and repetitive

tasks. Similarly, in ontology mapping, humans have access to vast amounts of background

knowledge, which can be used to help make inductive judgements about potential corre-

spondences. However, humans can make mistakes by overrelying on concept labels. Map-

ping systems can help mitigate this by drawing the user’s attention to the properties of a

concept during a comparison task, in particular, the shared and unshared properties.
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Recently, in mapping related research, this symbiosis has been gaining more promi-

nence. Both Optima [KD08] and AlViz [LS06] use information visualization techniques

to help guide the user through this process. Also, the International Workshop on Ontology

Alignment and Visualization 1 is scheduled for a second year, which is the first workshop

focused on issues of usability in mapping. Moreover, Shvaiko et al. [SE08] discuss ten

challenges for ontology matching, three of which directly relate to the user: user involve-

ment, explanation of matching results, and social and collaborative ontology matching.

The Potluck [HMK08] system incorporates a user-centric metaphor for the transforma-

tion or semi-automatic alignment of ontologies. Users work directly with the raw instance

data that is encoded by Exhibit powered web pages. Potluck supports a drag drop interface

for cleaning the data and for aligning different fields across multiple schemas. Visualiza-

tions of the data can be constructed in place, giving the user immediate feedback about the

alignment they are constructing.

There are also a few projects that are attempting to address problems of data hetero-

geneity by making use of communities of users. The notion of Community-Driven On-

tology Mapping is discussed by Zhdanova et al. [Zhd05], and a similar practise is used in

BioPortal [NGM08]. Although these approaches do not specifically address usability, they

are trying to support users with application specific needs, as well as use the power of a

community effort to develop mappings.

3.6 Summary

In this chapter we presented a literature review of categorization, human inference, and

decision making. We also summarized three different behavioral studies related to human

inference and categorization. Categorization is fundamental to human inference and we

use it to help us explain and understand the world. However, categorization is intertwined

with our language, and how we “label” categories influences the properties we associate
1http://www.ifs.tuwien.ac.at/˜mlanzenberger/OnAV09/

http://www.ifs.tuwien.ac.at/~mlanzenberger/OnAV09/
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with members of that category. This has important implications for ontology mapping tool

design, namely that we must realize that users will tend to base their decisions primarily

on concept labels when making mapping decisions. On the algorithm side, researchers

must realize that not all properties are of equal importance. Finally, to mitigate these im-

plications, we must take a human-machine symbiotic approach to ontology mapping tool

design. In Chapters 5, 6, and 7, these implications help guide our experimental analysis

and eventually our design principles.

In the next chapter, we discuss relevant theories of cognitive support. These theories,

along with the theories outlined in this chapter, play an important role in determining how

to best support the human-machine symbiosis necessary for semi-automatic ontology map-

ping systems.
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Chapter 4

Cognitive support

In this chapter, we begin by defining cognitive support. Following this, we discuss some of

the implications of automation in software and then discuss relevant theories of cognitive

support from software and ontology engineering. We highlight three theories of cognitive

support introduced by Walenstein [Wal02c]: redistribution, perceptual substitution, and

ends-means structure reification. These theories help guide our study analysis and the con-

struction of our cognitive support framework introduced in Chapter 8. Also, in Chapter 10,

we use these three theories to help guide our tool evaluation.

4.1 What is cognitive support?

In software engineering, there is usually some emphasis placed on the usability of tools,

but only recently has our understanding of how to make tools usable moved towards taking

a more formal approach. Researchers and tool developers alike often describe usability

in terms of providing cognitive support or reducing cognitive load; however, in order to

move beyond ad hoc strategies for support, we need to really understand the meaning of

these terms. Simply put, cognitive support refers to the assistance, or aid, that tools provide

to humans in their thinking and problem solving [Wal03]. It is about the introduction of

external artifacts to improve cognitive processes [Wal02a].

Humans often rely on external artifacts to support their cognition. For example, a sticky

note can be used as an external memory source - a reminder about a task we need to com-
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plete. In software tools, software artifacts (e.g. menus, search, term completion) can be

introduced to support the human user’s cognition.

The goal of cognitive support within a software system is to offload some of the user’s

cognitive processes involved in performing a task to the software. By doing this, we reduce

the number of items that user must internally track and process, allowing them to apply their

attention and memory resources to other parts of the task and thus make the task easier to

perform. This goal relates to Cognitive Load Theory, first defined by Sweller [Swe88]. The

theory suggests that “instructional techniques that require students to engage in activities

that are not directed at schema acquisition and automation, frequently assume a processing

capacity greater than our limits and so are likely to be defective” [Swe94, p. 299] or more

simply, “optimum learning occurs in humans when the load on working memory is kept to

a minimum to best facilitate the changes in long term memory” [Cog].

Psychologists have found that the more things a person has to learn over a short period

of time, the more difficult it is to process information in working memory [Cog]. As

an example of this, it is generally much easier for students to learn how to perform long

division by first learning how to add, subtract, and multiply versus learning long division

first. The reason for this is because addition, subtraction and multiplication are all sub-

components of learning long division. Hopefully, by the time long division is introduced to

the student, performing the sub-components are second nature, which leaves their working

memory free to concentrate and process the new components of the task.

4.2 Implications of automation

In research and industry, there is often a tendency to try to support users by automating

tasks. However, some tasks are too difficult to fully automate, and it is up to the user to deal

with most of the task complexity. Automation can sometimes introduce new complexity

or frustration for users (e.g., the seemingly endless menu options that must be navigated

when dealing with automated phone systems). Brainbridge observed that automation often
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provides the least assistance when we need it most, as generally we can only automate

rudimentary tasks [Bra83].

This relates to the previously discussed user evaluation of PROMPT and Chimaera dis-

cussed in Chapter 2. The participants noted that performing non-automated procedures

with PROMPT was difficult. This is true with many mapping tools, as the tools can only

automatically discover the simple correspondences. It is then completely left to the user to

manually create the rest of the correspondences, which most tools lack adequate support

for.

Billings [Bil91] and Norman [Nor93] studied automation in airplanes and its effect

on pilots. They noted that automation can introduce its own problems and complexities.

Billings found that automation increases the perceptual and cognitive demands of the pilot

by increasing the overhead involved in actually operating the automation. Endsley et al.

discussed situation awareness with automation and noted that traditional automation design

does not consider the cognitive needs of the users [End95].

In software development applications, automation often takes the form of tools like

compilers, but it is ultimately up to the human programmer to resolve complex debugging

issues and to design and implement algorithms. However, the programmer can be sup-

ported by introducing various cognitive aids. Popular IDEs, such as Eclipse and Visual

Studio, provide cognitive support for the user. An example of this is code completion. As a

programmer types in code, the IDE produces a list of candidate possibilities from which the

programmer can select to complete the command. Without this support, the programmer

would have to either recall the full command or look the information up in an API. Code

completion changes the nature of the task from a recall problem to a more easily performed

recognition task.
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4.3 Cognitive support in software and ontology engineer-

ing

In this section we discuss previous cognitive support work from software and ontology

engineering. We begin by presenting work from Robbins and Walenstein, both of which

investigated cognitive support for software engineering tools. We then briefly describe

Walenstein’s work on measuring the cognitive support provided by a tool and Ernst’s work

on cognitive support for ontology navigation.

Robbins addressed cognitive support for software engineering design tools like UML

modeling systems. He drew on existing theories from cognitive science about design

decision-making in order to address the cognitive needs of software designers. His goal

was to develop a better software architecture design environment based on identifying cog-

nitive theories that describe people’s behavior in design situations [RR96]. Robbins eval-

uated his software design tool by a combination of heuristic evaluation of the cognitive

features using cognitive walkthroughs and a series of user studies. His controlled lab stud-

ies focused on specific features of the tool, for example, his model alignment component.

In this experiment, he demonstrated that on average, the mouse was moved 86% further

using standard tools than his tool. He also evaluated his tool by observing students using it

in a classroom and through Internet feedback.

Walenstein developed a framework that analysts could use in order to think in terms

of cognitive support. He called this framework “RODS”, which consists of four cog-

nitive support classes: task Reduction, algorithmic Optimization, Distribution, and Spe-

cialization. Each of these classes specify computational principles that specifically ad-

dress issues relating to human cognitive needs. These four classes are discussed in detail

in [Wal02a, Wal02b].

Robbins’s and Walenstein’s research approaches were similar. They identified a need

for cognitive support in software engineering and searched for relevant related research

from other disciplines such as psychology. The related theories and models were then
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adapted to suit their domain. While Robbins used his set of adapted theories to help identify

important cognitive support features for a software design tool, Walenstein proposed his

own theoretical framework for cognitive support in the domain of reverse engineering.

Walenstein was also active in developing techniques for quantitatively measuring cog-

nitive support. He developed his techniques and the RODS framework by building on

the theory of distributed cognition [Hut95]. The theory argues that cognition is not a

local process restricted solely to the human mind, but one that is “distributed” by plac-

ing memories, facts, or knowledge on the objects, individuals, and tools in our environ-

ment [Nor94, wik06]. Walenstein states that “if cognition is computation, and if cognition

can be distributed between humans and artifacts, then artifacts support cognition by re-

engineering the computational processes involved” [Wal03, p. 187]. In order to measure

cognitive support, the computational benefit that a tool provides by re-engineering the cog-

nitive processes must be observed and measured.

Walenstein [Wal03] described an experiment where he measured the cognitive support

of the debugging tool in Visual Café. He performed this experiment by first analyzing

how a human performs a program repair task with and without the tool. This step was

performed to determine how the tool re-engineers the cognition involved with repairing

software compilation errors. It was determined that fixing software errors is related to goal

and plan following and a simple model representing the cognitive processes involved in

this strategy was constructed for a human with and without the tool.

The next step was to use this analysis to devise a coding scheme that could be used for

observing the workings of cognitive support. The coding scheme was designed to capture

both the programmer’s internal cognition as well as the external cognition provided by the

tool. As an example, one code GI(g) coded for “add goal g to agenda (from internal)” while

another code GE(g) coded for “add goal g to agenda (from external)”. Finally, to quanti-

tatively measure the cognitive support provided by the tool, a user study was conducted.

Participants were observed for approximately 40 minutes, during which they carried out

their regular development duties. The participants were instructed to generate verbal re-
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ports while they worked and the sessions were video recorded. Using the data collected,

the coding scheme was applied and frequency counts for each code was calculated. This

calculation provided the quantitative data necessary for the analysis. For example, Walen-

stein found that 15 out of the 31 coded events related to generating or manipulating plans

and goals [Wal03].

Cognitive support has also been studied in the domain of ontology engineering. Ernst

et al. [ESA05] studied cognitive support in this domain and identified three main task areas

requiring support: navigation, modeling, and verification. In ontology mapping, navigation

and verification are also important issues. Mapping users must navigate the ontologies as

well as potential mapping correspondences. They must also be able to verify that the cor-

respondences they make are correct or gather evidence from the structure of the ontologies

to make an informed decision about a mapping.

4.3.1 Theories of cognitive support

In this thesis, we build on three cognitive support theories discussed by Walenstein: re-

distribution, perceptual substitution, and ends-means structure reification [Wal02c] as well

as the mapping implications identified in Chapter 3. A cognitive support theory, as de-

fined by Walenstein, is “a generalized statement about how and why some abstract class of

artifacts (and their uses) manage to make cognition better” [Wal02c, p. 75]. Redistribu-

tion is the idea that cognitive resources and processing can be moved outside one’s “head”

and into the outside world. In terms of software tools, the artifacts or features of the tool,

such as menus, search, and term completion, are resources the user can rely on to help

them complete a task. Perceptual substitution is the transformation of a task that allows for

fast cognitive operations to be substituted for slower cognitive operations. For example, a

pie chart comparing market share between three different companies allows for fast visual

processing, whereas a table displaying the same information requires more mental work

to compare and contrast the percentages. Finally, ends-mean reification is the process of

representing a set of means to allow someone to progress towards a goal. For example,
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programming environments like Eclipse and Visual Studio provide a list of compile er-

rors. This list gives the programmer a set of specific tasks to complete to meet the goal of

compiling their source code.

Walenstein had previously used the theories to rationalize tool design for program com-

prehension. He proposed a design heuristic based on the theories, where the heuristic states

to 1) maximize redistribution, 2) substitute perceptual operators wherever possible, and 3)

reify the ends-means mapping structure. We chose to build on this work as we recognized

that program comprehension and reverse engineering share similarities with ontology en-

gineering and mapping. Software is typically organized into a hierarchical class structure

similar to that of an ontology. Also, Walenstein’s work in part built on Hutchin’s work on

distributed cognition. We believe this theory fits well with the human-machine symbiosis

and mapping implications discussed in Chapter 3.

In Chapters 5, 6, and 7, we use these cognitive support theories to guide the discovery

of opportunities for cognitive support during the analysis of our experiments. We also use

background from the discussed theories of categorization, human inference, and decision

making to help us understand the processes and limitations of ontology mapping users.

4.4 Summary

In this chapter we defined cognitive support as the aid a tool provides during thinking and

problem-solving. We discussed the implications of full automation and how automation

can have unforeseen consequences. We briefly outlined previous work on cognitive sup-

port theories in software and ontology engineering. We primarily focused on work by

Walenstein. His theories of support, based on distributed cognition, mesh well with the

human-machine symbiosis discussed in the previous chapter. Later, in Chapter 10, we use

the theories of redistribution, perceptual substitution, and ends-means structure reification

to help guide our qualitative analysis during our tool evaluation. These theories are key

to helping explain why users were able to perform more efficiently and effectively using
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our tool. In the next chapter we present the first of three exploratory studies that focus on

uncovering the necessary elements of cognitive support needed in semi-automatic ontology

mapping systems.
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Chapter 5

Observational case study

In this chapter we present the first of three studies. The goal of these studies is to address

research objectives O2, O3 and O4 (see Chapter 1 Section 1.2). These objectives are

exploratory and as a result, each of our studies are exploratory in nature. We rely primarily

on qualitative research methods for data collection and analysis. The study presented in

this chapter was previously presented in [FS07a, FS07b].

5.1 Study design

In this study, we observed two teams of two users performing mappings with two different

ontology mapping tools. The study design reflects our objective to understand and inves-

tigate how mapping users perform mappings between different data representations, and

what the opportunities for cognitive support are. Specifically, we are interested in investi-

gating the following research questions:

Q1: How do users make decisions during the mapping process?

Q2: Which parts of this task are particularly difficult?

Q3: Which parts of the task do existing tools support well?

Q4: Which parts do they not support well?

Each of these questions address areas of the mapping process that are potential oppor-

tunities for improved cognitive support. For example, we need to understand the decision
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making process in order to introduce cognitive aids that will support it.

In the study we used two different tools, COMA++ and PROMPT. These tools, in-

troduced in Chapter 2, were selected for several reasons. First, they both support user-

interaction and a graphical user-interface. However, both tools support this user-interaction

slightly differently. COMA++ computes a full mapping between the ontologies and then

the user interacts with the ontology trees to remove invalid correspondences and create cor-

respondences missed by the algorithm. On the other hand, PROMPT produces a list of can-

didate correspondences that the user verifies by completing the suggested correspondence

or removing the operation. This feedback is used by PROMPT to make further suggestions.

Moreover, the user-interfaces for both tools are distinctly different. This is important as it

allows us to investigate what type of interface better supports a user’s mental model. Fi-

nally, both tools have support for OWL ontologies, meaning that the same ontologies can

be used by both tools during the experiment.

Two university related ontologies were selected for the experiment, one developed at

the University of Maryland (UMD) and the other from Carnegie Mellon University (CMU).

These ontologies were selected because they represent real overlapping ontologies devel-

oped by two individual groups. Also, the ontologies cover a domain that should be familiar

to all participants and are small enough (UMD approximately 135 concepts, CMU ap-

proximately 54 concepts) to be explored during the short duration of the experiment. It

is important to note that these ontologies are relatively small compared to many existing

ontologies that contain thousands of concepts and relationships.

5.1.1 Research approach

We used a qualitative research approach to address the posed exploratory research ques-

tions. We wanted to understand how users make decisions and also what cognitive aids

could be introduced to support users during this process. Note that we were not interested

in comparing the functionality of the mapping tools used, but rather how each tool supports

a user’s cognition.
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5.1.2 Participants

Four participants, P1, P2, P3, and P4, were involved in the study. P1 and P2 were placed

in the first team, T1, while P3 and P4 were on the second team, T2. Recruitment tar-

geted users with significant computer experience (at least five years) and those comfortable

with English. These two characteristics were important as the mapping tools were new

to the participants. Thus, they had to be comfortable enough with computers to learn the

basic functionality of the tools during a short training session. Also, the participants were

mapping English ontologies. As a result, it was important to target participants that were

comfortable with English. Recruitment took place by advertising in the Computer Science

building at the University of Victoria (see Appendix A), and informed consent was given

(see Appendix B).

P1 (male) is a Masters student in Computer Science and also a part-time programmer.

He has been using computers for approximately 27 years and spends up to 60 hours a week

working with a computer, primarily for programming (using Eclipse). Prior to the study,

he knew what an ontology was, but had not worked with any ontology tools before. Also,

he had not performed any data mappings prior to the study. He has a background in Human

Computer Interaction (HCI) and pair programming.

P2 (male) is a PhD student in Computer Science and has been working with computers

for over 16 years. He spends 60 or more hours working with computers a week, primarily

for programming (using Eclipse). Prior to the study, he was familiar with what an ontology

was and had worked with ontology tools before. He had not performed ontology map-

pings before, but had experience mapping XML Schemas and other models. He also has a

background in HCI and pair programming.

P3 (female) is a Masters student in Ocean Science and has been working with comput-

ers for approximately 8 years. She spends up to 45 hours a week working with a computer,

primarily for programming (in Matlab). Prior to the study, she was familiar with the term

ontology, but had not worked with ontologies or ontology tools. She also had no prior

experience performing data mappings.
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P4 (male) has a Bachelor of Computer Science and Physics degree and currently works

as a fulltime programmer. He has been working with computers for around 15 years and

spends up to 60 hours a week using a computer, primarily for programming. He has experi-

ence working with ontologies as well as ontology tools, but no prior experience performing

data mappings. He also has had experience working with a wide range of applications, such

as Eclipse, Visual Studio, and multiple ontology editing tools. Finally, he has experience

with pair programming.

5.1.3 Data collection

We administered a pre-study questionnaire in order to collect information pertaining to the

participants’ overall computer experience, ontology experience, and data mapping expe-

rience (see Appendix C). After the questionnaire was completed, a brief training period

took place where the basic functionality of PROMPT and COMA++ was explained. Once

all questions relating to ontologies and mapping were answered, the study began. Data for

each session was collected using video and audio recordings. Also, the mapping produced

by each team were saved for analysis. Each team was given approximately 15 minutes to

perform mappings with each tool (30 minutes total). The use of the tools were alternated

for each team, that is, one team would experience PROMPT first and then COMA++, while

the next team would use COMA++ first and then PROMPT. During this part of the study,

teams were instructed to “think aloud” [ES80] or discuss their decisions with the other team

member. We motivated the problem of mapping the ontologies by instructing the partici-

pants to imagine that they were hired by the two universities, and that afterwards they may

need to justify their mapping decisions to the people that hired them.

After the mapping section of the study was complete, a post-experiment interview was

conducted with the participants. The questions in the interview focused on the teams’

experience with the tools and with performing the mappings. The interview was designed

to get the participants to further explain how they made decisions, how the tools supported

their cognition, and how the tools could be improved to further support this process.



5.2 Results 58

5.1.4 Analysis

The study was exploratory and the goal was to help gather requirements for cognitive sup-

port. As a result, we used a qualitative analysis approach. We constructed a story about

each user based on the pre-questionnaire and other study results. For each team, we gath-

ered the available data and performed a preliminary exploratory analysis [Cre03]. This

involved organizing the data for analysis, watching the study sessions again and re-reading

the submitted pre-questionnaires, and finally determining a coding process. Following this,

the saved ontology mapping were coded/categorized. Ontology mapping algorithms gen-

erally combine heuristic measurements based on three general criteria: syntactic similarity

between concept terms, semantic similarity between concept terms, and finally structural

similarity [Ee04, SE05]. We coded the generated mapping according to these broad data

divergence categories.

Also, the video recordings were annotated specifically when correspondences were cre-

ated or validated by the users. This was done to evaluate the codings of the saved mapping

with what the participants discussed during the actual mapping.

The video recording from the mapping section of the study along with the post-experiment

interview were further analyzed for emergent themes across all participants. These emer-

gent themes begin to form the basis for a set of cognitive support requirements for mapping

tools.

5.2 Results

The results from this coding are displayed in Table 5.1 as well as in Fig. 5.1 and Fig.

5.2. The “Name Matches” are split between exact name matches and name matches with

spelling variations. As we see, the name matches dominate the produced mapping. This

was not particularly surprising. As was shown in Chapter 3, similarity judgement is largely

dominated by categorical noun labels and to some degree this is a default strategy for

human inference. Objects with the same label are predicted as belonging to the same class
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Table 5.1. Shows the coding of mapping data from both teams with both tools.
Team Tool Name Matches Synonym Matches Structural Matches Total

Exact Spelling Diff.
1 PROMPT 10 2 1 0 13

COMA++ 10 3 6 1 20

2 PROMPT 17 3 3 0 23
COMA++ 8 2 6 1 17

even when their appearances vary [GM86]. Moreover, since the users only had 15 minutes

with each tool, relying on this default strategy of inference makes these correspondences

the easiest mappings to validate.

As mentioned, we also annotated the video files when the participants validated a cor-

respondence and analyzed the participant’s conversations in order to provide context for

each correspondence. By synchronizing the conversations of the “think aloud” study with

the mapping files, we see from the conversations that although most of the correspondences

were exact name matches, the participants heavily relied on both the internal and external

structure of the ontologies as confirmation that a correspondence was correct. Thus the

name was used only as a hint that the match was probable. Moreover, T1 even rejected

matches between “Email” and “EMail” as well as “Student” and “Students” because the

structure of the concepts were different. The difference in structure led them to believe that

although they shared the same concept label, they were in fact different concepts.

Using the coding (see Section 5.1.4), we also analyzed the overlap between the map-

ping produced by each tool for each team. With T1, 10 of the correspondences produced

between PROMPT and COMA++ coincided, while with T2, 9 of the correspondences co-

incided. There was a small number of correspondence divergences between the tools. For

example, one term was mapped differently in PROMPT than in COMA++ by T1, while

T2 mapped two terms differently. Finally, we also analyzed the mapping overlap between

the two teams. Twelve of the correspondences produced using PROMPT were the same
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Figure 5.1. Bar chart representation of T1’s coding results from Table 5.1.

between T1 and T2, while 13 of the correspondences produced with COMA++ were the

same.

From the coding, we also see that there was not a large difference in the number of

produced correspondences between the tools. However, the “think aloud” study and inter-

view revealed a large difference in the users’ satisfaction with the tools. T1 felt that by far,

PROMPT was the more useful tool. They had a lot of difficulty making sense of the mapping

correspondence lines drawn in COMA++ and T1 started to ignore the mapping suggestions

after using the tool for 7 minutes. Also, after this time, their productivity greatly improved.

They started to rely on remembering what they had mapped before and also their knowl-

edge of the ontology’s terms. The participants also highlighted context switching issues
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Figure 5.2. Bar chart representation of T2’s coding results from Table 5.1.

with COMA++. They found it difficult to tell what had been mapped and what was left to

be verified or mapped. P2 even stated, “How do we know when we’re done?”

T1 also stated during the interview that they felt two people were necessary to use

COMA++ effectively because it forced them to remember so much information; where

they were in the ontologies, what had been mapped, etc. They even mapped one term

twice, first correctly, and then later incorrectly. The teams also tended to come back to

terms they had already mapped, having forgotten that they had already inspected them.

Conversely, T2 primarily felt that COMA++ was the more effective tool. P3 stated,

“COMA++ was easy, was straight-forward, was obvious. The Protégé [PROMPT] tool

was irritatingly complex.” P4 agreed that PROMPT had a complex interface, but he did
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not feel that either tool was necessarily better. He stated that COMA++ was simpler, but

difficult to use when there were a lot of candidate correspondence lines. He did however

feel more confident about the mapping he produced using COMA++. PROMPT gave more

information for validating a correspondence, but that also complicated the process.

5.3 Findings

From the analysis of the data collected during the study, we identified a number of user-

related issues. These issues or themes begin the process of forming a set of cognitive

support requirements for human-guided mapping tools. It is important to note that we are

not attempting to compare the tool’s functionality. We are interested in investigating how

each tool supports the user’s process.

5.3.1 Decision making process

From our analysis, we observed that all participants followed a similar decision making

process when judging potential correspondences. Consistent with the studies discussed

in Chapter 3, they relied on concept name similarity from either the suggested candidate

correspondences or the ontology trees as an indicator of a possible alignment. Next, they

used both the internal and external structure of the concepts for validation. If the concepts

had similar structure (i.e., context), they felt confident that the correspondence was valid.

Reliance on the category structure (i.e., superclasses and subclasses) is also consistent with

the previously discussed human inference experiments.

T2 also highlighted that they relied on their domain knowledge of how a university

functions to make decisions. These observations directly correspond to some of the deci-

sion making theories previously discussed (Chapter 3). Exact matches allow the users to

quickly filter the mapping suggestions, as in filter theory. Also, users rely on the internal

structure of the terms to compare shared and unshared attributes to infer intended meaning.

Domain expertise is used (as in the heuristic-systematic persuasion model) to search for
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appropriate correspondences and also contributes to confirmation bias when inspecting a

correspondence.

5.3.2 Search and filter

The concept of being able to search and filter correspondences and ontology data came up

several times during both the mapping session and interviews. PROMPT supports searching,

but the functionality did not work as the participants expected. T1 mentioned searching re-

peatedly, especially while using COMA++, which does not have any facilities for searching

the ontologies.

5.3.3 Navigation

In PROMPT, both teams relied primarily on the list of candidate correspondences for nav-

igation, while in COMA++, the teams relied on the tree structure of the ontologies. With

COMA++, since the user’s only navigational device is the ontology trees, often when par-

ticipants found a correspondence between two concepts, they were able to perform several

mapping operations quickly. We believe this is because once they found a correspondence

that they were sure about, they were able to use the ontology trees to infer other correspon-

dences of parent and child concepts. However, in PROMPT, they primarily focused on the

candidate list, and mostly ignored the ontology trees. Due to this difference in navigation

strategy, we believe that COMA++ may better facilitate learning of the ontologies since the

user must browse the trees to perform mapping operations.

5.3.4 Difficult mappings

As mentioned, most of the performed mapping operations were perceived by the partici-

pants as simple or “easy” correspondences. However, during the study sessions, both teams

were forced to ignore some potential correspondences when they could not determine if the

correspondence was correct or could not agree on a decision. This is an interesting result,
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as both tools do not support a mechanism for returning to a decision point. It is left to the

user to remember to come back and inspect a correspondence that they initially ignore.

5.3.5 Mapping progress

Both teams emphasized the need for the tools to support a measurement of progress or a

way to determine what has been mapped and what is left to map. T1 stated that PROMPT

supported this better, as it places an “m” icon beside mapped concepts. However, they

found it difficult to get a sense for how much they had accomplished, as well as understand

how much is left to complete. T2 also had a similar experience, and felt that COMA++

needed to visually show the difference between an unverified mapping corresponce line

and a verified correspondence.

5.3.6 Trusting the automation

The teams were often confused when a correspondence was suggested between two con-

cepts that were obviously different. For example, PROMPT suggested that “Meeting” be

mapped to “Thing”, stating that the names were similar. PROMPT calculates these names

as being similar because both terms share the “ing” suffix; however, this similarity is not

obvious to the users and only confuses them. This confusion leads to trust issues between

the user and the automated part of the mapping tool. As stated before, T1 had a difficult

time understanding the correspondences suggested by COMA++ and eventually ignored

them completely, relying solely on their own exploration of the ontologies.

The teams both liked that PROMPT supplied a reason for suggesting a correspondence,

although sometimes this reason led to confusion and indecision. T2 did not feel the confi-

dence value provided by COMA++ (a number between 0 and 1) was particularly useful.

This finding is consistent with one of the ten challenges of ontology matching outlined

by Shaviko et al. [SE08]. The authors explain that it is important to represent matching ex-

planations in a clear and simple way in order to facilitate the user decision making process.
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5.4 Limitations

Although we feel our study yielded valuable insight into how users interact and work with

ontology mapping tools, since our study was limited to four participants, we cannot easily

generalize our user-related issues/themes across all users. The study consisted of perform-

ing mapping operations for only 30 minutes (15 minutes with each tool). We chose to limit

the mapping time to 30 minutes to reduce stress and time commitment for the participants.

However, observing users for a longer period of time may lead to further insights when

working with more difficult correspondences. Finally, although our participants were ex-

pert computer users and experienced with the domain of a university’s structure, they were

not experienced mapping users. The problems they experienced working through the tasks

may be different than an experienced user.

5.5 Summary

In this chapter we presented the design and results of our first exploratory study on ontology

mapping. This first study allowed us to observe users performing a mapping between two

unknown ontologies using two unfamiliar tools in a controlled setting. The results gave us

insight into what problems the users experienced using these tools, how the tools supported

their mapping processes, and how they made decisions with the tools. In Chapter 8, we use

results from this study to help develop a cognitive support framework for ontology map-

ping. In the next chapter, we continue this exploration into user-related concerns and issues

by presenting results from an online survey with members of the ontology mapping com-

munity. This survey helps to address one of the limitations of the observational study, that

is, the concern that novice mapping users may experience different issues than experienced

users.
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Chapter 6

Survey study

To design more effective tools and algorithms, we claim that a deeper understanding of the

interplay between tool, user, and the process is needed. For example, who are the users

that are going to use the mapping tools? Why do they need to perform mappings and for

which domains? Do they use the currently available tools and if so, how do they use them?

And, do these tools meet their needs? To answer these questions, we designed a survey and

gathered feedback from the ontology mapping community.

In this chapter, we present the results from this survey. The information gained from this

survey should be valuable to both tool and algorithm designers. The survey was also useful

in discovering whether the problems our “novice” users experienced in the observational

study were also experienced by more “expert” users. The survey was originally presented

in [FNS07].

6.1 Survey design

We designed the questions, organization, and presentation of the survey with the help of

several researchers with human-computer interaction and ontology-mapping experience.

The survey consisted of multiple-choice and open-ended questions (Table 6.1). Ten of the

questions were completely open-ended, three were multiple-choice, and five were multiple

choice answers that also allowed an open-ended response.

The questions can be classified into three categories. Questions 1 through 5 were user
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Table 6.1. Survey questions
No. Question Response

User context questions
1 What are the domains of ontologies that you work with? open-ended
2 What is the average size of the ontologies you work with? multiple-choice
3 What type of ontologies do you work with? combined
4 How often do you create/edit ontology mappings? open-ended
5 What are these mappings used for? combined

Tool questions
6 What mapping tools have you used? combined
7 Of the tools you’ve used, what do you find most useful and why? open-ended
8 Of the tools you’ve used, what do you find to be deficient about these tools? open-ended

17 If you were to design your perfect mapping tool, what features will it have? open-ended
Process questions

9 Do you find it difficult to create an ontology mapping? multiple-choice
10 If you answered “Yes” to question 9, please explain why. open-ended
11 What process do you use when performing mappings? combined
12 How do you remember which mappings you have created/verified versus

mappings that are left to create/verify?
combined

13 When do you consider that the mapping is complete? open-ended
14 Do you experience problems while performing ontology mappings? If so,

please explain.
open-ended

15 How many people participate in the creation process of the mappings you
perform?

multiple-choice

16 If the number of participants is greater than one, please briefly explain how
the work is coordinated.

open-ended

context questions, questions 6 through 8 and 17 were tool questions, and questions 9

through 16 were process questions. The user context questions were designed to gather

data relating to the use cases for ontology mapping. The tool-related questions were de-

signed to explore our questions regarding which tools people are using and whether the

users find the tools useful. The process-related questions investigated the difficulties with

performing mappings, whether users are working in team environments, and what pro-

cesses people are following for coordinating their mapping efforts. Table 6.1 lists the spe-

cific questions asked in the survey.
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Figure 6.1. Size of ontologies being used.

6.1.1 Participants

The survey was available online for a two week period to both industry workers and aca-

demics. Respondents were recruited via semantic web related mailing lists and news groups

(see Appendix D and E). Before starting the survey, informed constent was obtained (see

Appendix F). Twenty-eight people responded to the survey.

6.2 Results

6.2.1 User context questions

The first question asked participants to describe domains of ontologies they work with.

We had participants from a variety of domains, the most popular being biomedical, media,

information-system design, business, and travel. Several respondents worked with different

domains of ontologies, either for research purposes or based on their current project.

Figures 6.1 and 6.2 show the distribution of results for the questions on the size of the
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Figure 6.2. Ontology language usage.

ontologies and the ontology languages used. Most participants worked with ontologies

with less than 1000 concepts and the primary ontology languages are OWL and RDFS.

In the next user context question, we looked at how often participants create and edit

ontology mappings. The responses varied, the most popular being that mappings were

created either per-application or as often as their work dictated that a mapping was required.

Two of the respondents indicated they performed this operation often, but for research and

tool testing purposes.

The final user context question asked why the participants created mappings. Partici-

pants were allowed to select from a list of responses (as many that applied) and also provide

a free-form response in an “Other” field (see Figure 6.3). The use cases listed were “In-

stance data sharing”, “Ontology merging”, “Query translation”, “Web service integration”,

and “Other”. Two of the “Other” responses stated that they create mappings purely for

research purposes, while one was for automatic SQL generation.
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Figure 6.3. Ontology mapping use cases.

6.2.2 Tool questions

The first tool-related question asked which tools users had used. Respondents could choose

from seven tools: Chimaera, COMA++, FOAM, MoA Shell, OLA, PROMPT, and QOM.

They could also list any other tools in the “Other” field. Each of the listed tools was used

by at most one to three participants with the exception of MoA Shell, which none of the

respondents used. As shown in Figure 6.4, no tool was particularly dominant. The bulk of

the feedback came in the “Other” category, which had 17 participant responses.

Other tools included Protégé, Internet Business Logic, AUTOMS, Crosi, WSMT with

Ontostudio, X-SOM, OMAP, Falcon-AO, HMatch, and Snoggle. Each of these tools was

used by only one participant, except X-SOM, which had been used by two. Two partici-

pants indicated that they use a custom built solution, while one indicated that they use a

completely manual process.

We asked which tools and features participants found most useful and what deficiencies

they found with the tools. Both Crosi and COMA++ were found to be useful because they

integrate a large variety of similarity algorithms and are available online. One user indi-
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Figure 6.4. Ontology mapping tools.

cated that they like tools to provide simple suggestions and automatic help, while another

user had a contrasting view, stating that they like statistically-based tools because others

require too much designer opinion. Protégé was highlighted as being good for manual cre-

ation of a mapping as it makes it easy to create ontologies. Several participants pointed out

that many tools are too general and are built without domain-specific mechanisms. One of

the custom built solutions was indicated to be similar to PROMPT, but was designed to take

advantage of domain knowledge, specifically term normalization algorithms and synonyms

for their domain of interest. The requirement for the tools to incorporate domain-specific

analysis and features was a common theme in response to several questions in the survey.

Another common theme was the lack of visual displays or easy to use tools. Specifically,

one participant indicated that PROMPT’s interface was too complicated to give to a domain

expert to do the mapping. One user criticized specific tools for their lack of documentation,

for being buggy, and for not working as described. Other interesting observations were the

lack of precision and recall for mappings in real world ontologies and that the tools do not

allow for expressive enough mappings (e.g., some tools only support 1-1 mappings).
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In the final tool-related question, we asked the respondents to describe which features

the perfect mapping tool would have. In the presentation of the survey, this question came

at the end, but here we categorize it as a tool question. There were several interesting

themes that came up in the responses.

The first theme was that six of the 19 responses related to the desire for better and easier

to use tools. Specifically, participants stated that they needed better interfaces, graphical

cognitive support, improved user interactivity, and facilities for explaining manual cor-

respondences. Users highlighted a large number of desired features for the algorithms

for generating candidate correspondences: powerful and pluggable matching algorithms,

recognition of re-occurring patterns of representing information, identification of not only

simple correspondences but also of complex ones, and extending beyond mere word-pair

associations and semantics. Four of the responses stated the requirement for perfect preci-

sion of recall for the mapping algorithms. Three participants also indicated that they want

better facilities for testing mappings and support for more expressive mappings. The fi-

nal interesting theme was collaborative support. Most of the respondents (76%) indicated

that they work on their mappings in teams (see Section 6.2.3). Most available tools do not

support this type of team development scenario.

6.2.3 Process questions

The first process-related question asked whether the participants found the creation of an

ontology mapping difficult. 30.8% replied “No” to this question, while 69.2% said “Yes”.

The follow-up question to those participants that answered “Yes”, asked participants to

explain why they found the process difficult. Ten of the 21 responses discussed semantic

issues, such as the process being too subjective or ambiguous. One participant pointed out

that the “semantics of the underlying ontologies are not usually well defined. Without a

solid understanding of the semantics, it is almost impossible to perform the mapping cor-

rectly.” Respondents also discussed a lack of domain expertise for performing mappings,

and that “[y]ou have to get into the brains of the original developers of the ontologies being
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mapped.” Participants also stated that tools are not flexible enough for application-specific

needs, resulting in the manual creation of mappings, which is neither scalable nor efficient.

One participant indicated that the OWL primitives for expressing mappings are poor and

that users are faced with making difficult decisions when two related concepts “almost but

not exactly match.” Three participants also indicated that problems with creating mappings

resulted from poorly designed and documented tools.

We next asked participants what process they followed when performing mappings.

Available responses were “Tackle the easy matches first” (37.0%), “Focus on a familiar

area of the ontology” (51.9%), “Rely on the tool’s ordering of mappings” (14.8%), and

“Other” (22.2%). Responses for the “Other” category included performing an automated

matching up front and then a debugging step, while two of the responses indicated that they

first applied lexical, then structural, and finally semantic methods.

In the next question, we asked how the participants remembered correspondences they

had created or verified. Most respondents chose from the provided answers, “The tool sup-

ports this” (37.0%) and “Paper and pencil” (55.6%), while 22.2% filled out the “Other”

option. In the “Other” responses, one user indicated that the tool they use supports the pro-

cess of remembering which correspondences have been carried out, which works well when

mapping is done in a single pass, but extra help is needed for multiple passes. Another re-

spondent indicated that they use their own codes to report the correspondences they create,

which is similar to tracking the information by paper and pencil. Finally, one respondent

indicated that they did not follow any good process. It is interesting that the majority resort

to tracking this information manually by paper and pencil. Similar types of changes exist

in software development and most integrated development environments and source con-

trol systems handle the tracking of this data. For example, the development environment

Eclipse supports local history tracking. Every time a file is saved, the difference between

subsequent versions is stored and can be used later for restoring the file to a given state or

for comparing different versions.

We then asked when the participants considered the mapping to be complete. Ten of
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the 25 responses indicated that they used some form of testing (automated or manual) to

verify that the mapping was completed to their satisfaction. For many respondents, this

testing meant determining whether the mapping supports whatever application they were

working on. Five responded that they knew the mapping to be complete when all concepts

had been mapped. However, this implies either a perfect mapping, or that they knew when

all reasonable concepts had been mapped. Interestingly, three participants responded that

they never knew when the mapping was complete. Only one respondent indicated that they

relied on tool support for determining whether the mapping was complete, although one

participant stated that they must trust the system when mapping large ontologies because

verification by hand is too slow.

We also asked participants about the types of problems they experienced while per-

forming mapping operations. Similar issues outlined in previous questions came up again.

Specifically, one respondent stated that “most ontology tools are difficult for business users

to understand.” Testing the mapping was also a popular theme along with issues related to

the problem that people model conceptualizations differently.

The final two questions dealt with whether participants worked in teams and what sort

of process they followed for coordinating their efforts. 53.9% indicated that only 1 or 2

people were involved in the mapping process, 42.3% worked in groups of 3 to 5 people,

and finally, 3.9% worked with 6 to 10 people. Based on results from the team process

question, we were able to determine that of the 53.9% working in teams of 1 to 2 people,

53.8% of these actually work in a team of 2, which means that only 24.0% work completely

on their own.

The team-coordination processes ranged from weekly meetings to collaborating through

wikis to coordinating through CVS. Eight-teen of the 20 respondents relied on non-software

solutions for managing the team or a combination of ad hoc communication strategies like

CVS, wikis and e-mail along with meetings. Smaller teams typically had one team lead

and one implementer/mapper, and coordinated with face to face meetings. Participants

also indicated that they worked as a group or partitioned the ontologies and then performed
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a group check to validate the mapping. Some teams used domain expertise for reviewing

the composed mapping or during the mapping process for input. One respondent indicated

that they use a “brainstorming” team process for coordinating the mapping effort.

6.3 Findings

We found it surprising how many tools had been tried by our respondents. There has clearly

been a large effort from the research community to develop so many tools, yet there does

not appear to be a dominant tool that is a benchmark for mapping tool design. This may

be due in part to the variety of user needs. Some respondents highlighted that they had

domain-specific needs or that existing tools do not support sophisticated enough mappings.

Most of the problems, deficiencies, and issues with ontology mapping uncovered by

the survey can be classified into two categories: 1) fundamental issues with language and

semantics, and 2) tool-specific issues. Fundamental issues, such as different model concep-

tualizations and language ambiguity, are difficult, if not impossible problems to solve. It is

interesting that some of the responses to the “perfect mapping tool” question were that the

tool would have 100% precision and recall or full natural language understanding. While a

perfect, fully-automated solution would be ideal, it is probably not realistic for any but the

most simple, straight-forward correspondences. As the survey also highlighted, many of

the problems that people face in ontology mapping are difficult for even a team of human

experts to resolve.

It is also interesting that these users felt that there could be an automatic algorithm that

they would trust completely. Issues of trust also came up in our observational case study.

Although our users stated that they liked PROMPT’s explanation facility, they were also

often confused when it made a suggestion that was obviously wrong. Incorrectly generated

candidate correspondences would sometimes lead to users ignoring the suggestions and

switching to a completely manual process.

Tool specific issues such as better user interfaces, graphical support, better testing facil-
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ities (data translation based on a mapping), interactivity, algorithm explanation capabilities,

and so forth, are all problems that ontology-mapping tool developers can help with. As dis-

cussed in the results, one respondent indicated that PROMPT was too complex to give to

their end-users. This sentiment was also echoed by the non-computer science participant

in the previous study. Mapping is a complex process, it is important that we do not further

burden our users with learning a difficult to use software suite. Instead we must support

their tasks with good software.

The responses to the process-related questions brought up several interesting issues that

tool designers and researchers may also need to address. First, it is noteworthy that many of

the participants relied on paper and pencil to remember the correspondences they perform.

One individual even noted that some tools work for a first pass, but then they “forget” the

steps previously performed during the second pass. Tool support should be able to address

this issue. Second, it appears that most users work in small teams but tools currently lack

support for team communication and collaboration, as well as for partitioning the mapping

process into manageable chunks that can be tackled by individuals on the team. Many

teams work together to validate and prepared the mapping. Again, tool support could help

with team coordination. Metadata annotations (perhaps visualized via color-coding) could

be used to record who composed the mapping and why they made certain decisions. In ad-

dition, the ontology mapping community could borrow ideas from the Web 2.0 social net-

working community 1. E.g., tools could support voting on correspondences, commenting

on and annotating correspondences, and associating instance data with a conceptualization.

As discussed in Chapter 3, there has been some experimentation with community-driven

ontology mapping [Zhd05, NGM08], but tool support is currently limited.
1http://del.icio.us, http://www.flickr.com

http://del.icio.us
http://www.flickr.com
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6.4 Limitations

There are of course limitations to this study, the first and foremost being the sampling size

and population. Although we feel that 28 respondents gave us a wide variety of interesting

and useful responses, with such a small sample it is possible that our responses are biased.

Also, as we solicited participants from mailing lists, most of which were academically

oriented, our sample may be biased towards researchers in the area rather than a balance

between those working in research and industry. Finding and recruiting users from our tar-

get population was also an issue, because it is difficult to know how to best reach ontology

mapping tool users.

As with any online survey, the wording of some of our questions may have potentially

been confusing to some participants. For example, we asked “If you were to design your

perfect mapping tool, what features will it have?”. We stated that some respondents indi-

cated full natural language understanding and 100% precision and recall. Perhaps if the

question had been worded differently to solicit feedback on a “realistic ideal mapping tool”

the responses would have been different.

6.5 Summary

We presented the design and results from a web-based survey. This second study provided

insight into the global ontology mapping community. We learned more about what types

of ontologies are being used, which applications people are creating mappings for, and

the types of problems they experience. In the next chapter, we present a third study that

focuses on team coordination and process with a specific team carrying out mappings in

the biomedical domain.
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Chapter 7

Interview study

The results from the survey were valuable in establishing a basic understanding of why

people perform ontology mappings, the tools they use, problems they experience, and what

processes, if any, they follow. However, the survey only gave us an overview of the mapping

community. The results pointed out several important issues, but we could not ask our

respondents specific follow-up questions. Also, our survey was primarily designed around

which tools are being used and what are the advantages and disadvantages of these tools.

We felt it would be useful to take a more in-depth look at user experience in this area,

specifically looking at team dynamics.

In this chapter we discuss the design and results of our final exploratory study. In this

study, we used interviews to investigate a specific team carrying out ontology mappings.

As was seen in the survey results, most of our respondents worked on small teams. We

wanted to better understand the process they go through to develop mappings, how they

coordinate their efforts, what are their main problems, and how do they resolve them.

7.1 Study design

Our research questions reflect our desire to understand and investigate how users are work-

ing in teams, which process they are following, and which tools they are using. We at-

tempted to address the following issues for a specific mapping team:

Q1: How does the team handle coordination?
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Q2: What is the current team mapping process?

Q3: How are mapping correspondences verified?

Q4: What methodology is followed to carry out mappings?

Q5: Which parts of the mapping task are difficult?

Q6: What are the limits to their current tooling and how can the tools be improved?

We followed a qualitative research methodology. Our research consisted of background

reading about the SNOMED CT terminology, conducting semi-structured interviews and

participating in a SNOMED CT workshop hosted by the team. The workshop took place

over two days and involved a number of students and researchers working on projects

related to SNOMED CT. The researchers presented their work and discussions took place

about how to better utilize the SNOMED CT terminology and how each of researchers

could collaborate.

7.1.1 Participants

The team we studied works in Health and Information Sciences. The team has been work-

ing on creating mappings from medical domain terminologies to SNOMED CT (System-

atized Nomenclature of Medicine – Clinical Terms) [SMD, SMD08]. SNOMED CT is a

very large medical terminology (over 370,000 concepts) that covers most areas of clini-

cal information like diseases, procedures, findings, micro-organisms, and pharmaceuticals.

This team has been working to show the value of using terminologies like SNOMED CT

by helping doctors and other medical personnel migrate their own domain-specific termi-

nologies as well as previous standards like IDC-10 1 to SNOMED CT via mappings. For

the interviews, we selected three members (2 female, 1 male) of this team using conve-

nience sampling [Cre03]. This is a sampling technique often used in exploratory research

and in many practical situations. The members were in part selected because of their close

proximity to our research labs, making the interviews easier to carry out. Recruitment took

place through e-mail (see Appendix G) and informed consent was given (see Appendix H).
1http://www.who.int/classifications/icd/en/

http://www.who.int/classifications/icd/en/
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7.1.2 Materials and Procedure

We used a semi-structured interview process, where we based our interviews on 18 open-

ended questions, categorized into four different groups: introductory, team coordination,

process related, and tool related questions (see Table 7.1). The interviews took between

30 to 60 minutes to complete, were audio recorded, and later transcribed. We chose this

process as some of the members of the team are not co-located; thus interviews could take

place over the telephone. In the course of each individual interview, some of these questions

were omitted due to not being relevant or being answered during a previous question. Also,

generally, follow-up questions were asked based on individual responses for clarification

purposes or to explore something said by the participant.

7.1.3 Analysis

To analyze the data, we began by performing a preliminary exploratory analysis [Cre03]

where we read over all the interviews and wrote summaries of the responses. These sum-

maries were shared with the interviewees for verification. We used the experience from the

workshop and background reading to help with the analysis of the interview data. Also,

participation in the workshop helped to give us a better understanding of the domain and

the problems the team is trying to resolve. Using the interview data, we conducted a cod-

ing process that involved segmenting and labelling the text from the interviews (see Ap-

pendix I). By consolidating our independent coding analysis and grouping codes we were

able to establish themes that addressed our research questions.

7.2 Results

In this section we briefly describe the results from each of the interviews. We refer to each

of our interviewees with the following fictitious names: Sarah, Rob, and Jessica.
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Table 7.1. Interview questions
Introductory questions
1. Can you briefly discuss your educational and industry background?
2. How much experience do you have working on mapping projects in these domains?
3. Can you describe some of this experience? Goals, datasets used, etc.

Team coordination questions
4. Please describe the kinds of data mapping tasks you do in your job. Follow up: What role

have you filled within these mapping projects?
5. How many people have been involved in these mapping projects?
6. What length of time did these projects take to complete?
7. Can you describe the process that these projects have followed to build up a mapping? How

do you coordinate the effort?
Process related questions
8. How do you decide what to map?
9. How do you know when a given term does not have a potential mapping correspondence?

10. When there are granularity differences, and you are mapping to a broader term, when do
you stop looking for matches?

11. How do you keep track of terms that have already been mapped?
12. How do you keep track of where you have left off in between mapping sessions?
13. When do you consider the mapping to be complete?
14. What problems do you experience in a mapping project?
15. How are the mappings saved and later used?
Tool related questions
16. What tools do you use to help you with mapping?
17. What is most effective about these tools? Follow up: could you do the mapping task without

these tools?
18. If you were to design a better mapping process/tool, what would it include?

7.2.1 The Sarah interview

Sarah has worked in the health and medical field for 32 years, originally training and work-

ing as a nurse, later as management in hospitals and long-term care facilities, and then

policy and analysis work for the government. She started a graduate degree in Health

and Information Sciences several years ago and began working with SNOMED CT. Her

primary project has been to map a subset of ICD-10 terms to SNOMED CT. ICD-10 has

around 17,000 terms, but for this project, a subset of 5,000 terms were selected. This subset

represented 95% of the terms used in a diagnosis and discharge dataset that was analyzed.

This project was structured fairly loosely, based on interest and individual time lines.
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Each member of the team had individual priorities that needed to be met. According to

her, there has been very little work with SNOMED CT to support the electronic health

record and map various existing terminologies. Part of Sarah’s role was to help figure out

the process for actually developing these mappings and what should be achieved through

the mappings. These questions have not been addressed in the literature and there is no

existing guide on how to map terms to SNOMED CT.

As a result of over a year of work, off and on, the team ended up with a subset of

terms that were mapped one-to-one. These mappings were discovered by a tool that Rob

developed. The tool primarily relies on lexical similarities for determining matches and

categorizes outputs as exact matches, partial matches, and no match found. They are now

struggling with how to actually assess the quality of this mapping. One of the primary

issues is that some terms come up with many possible matches (20 or more) and these

are difficult to evaluate. Sarah and other domain experts in the group have to manually

evaluate these matches, but their tooling has not been developed to support this process.

Sarah states that in order to evaluate a correspondence, you need to know where a term fits

into the concept structure, how the pieces fit together, and that it is better to know more

information rather than less. This, along with further development and refinement of their

algorithms is among their biggest challenges for the future.

7.2.2 The Rob interview

Rob has a background in computer and information systems rather than health care. His

primary role in the project was to develop the software used to automatically discover

mappings. The software is web-based and works by allowing users to upload bulk lists

of terms. These terms are compared to their SNOMED CT indices for matches and these

results are downloadable in an Excel spreadsheet. The only structural information they use

from SNOMED CT is the historical relationships, which relate terms to older variations.

Rob indicated that using the subclass hierarchy would lead to too many results to analyze.

Rob has also written data extraction and cleaning tools. The first step in any of their
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mapping projects is to first extract the data from its current storage repository. This data

is processed through their batch online tool to get the mapping results. By inspecting the

results of terms with no matches found, they sometimes determine that a cleaning process

is necessary to possibly remove noise such as underscores, abbreviations, spelling differ-

ences, etc.

The team as of yet does not have a formal validation process. However, they do at-

tempt to validate each other’s work by manually inspecting mapping correspondences that

have been generated by an individual. Generally, the expectation is that all terms should

be mappable to SNOMED CT as this is the most comprehensive medical terminology in

existence. Validation is always performed manually by a domain expert. Depending on the

project, the expert is either an existing member of the group or possibly the creator of the

terms.

Rob stressed that in the future they need to improve their tools for constructing more

complex matches, such as one-to-many correspondences. These matches cannot easily

be discovered automatically, but they need tools to support the validation and creation of

these mappings. Also, reporting is an important step in their process. They need reports

for discussing specific mappings as well as summarizing results. Finally, Rob and his

colleagues are working to standardize their process for generating mappings. Currently,

much of the process is manual, application specific, and exploratory.

7.2.3 The Jessica interview

Jessica originally trained and worked as a medical doctor and has been working in the

health and medical field for more than 10 years. Currently, she is working in the computer

science and health and information science field. Independently to Rob, she has also devel-

oped a mapping tool. She also applies her domain expertise to help discover and validate

correspondences. Her primary tool for this process is searching SNOMED CT with the

tool CliniClue 2. CliniClue allows her to find correspondences one term at a time. Any
2http://www.cliniclue.com/

http://www.cliniclue.com/
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correspondences she discovers are then recorded in a database.

Her mapping discovery is largely based on her experience and expertise. She uses the

structure of SNOMED CT to explore related terms and to help determine the best match.

Similar to Rob, she has performed data cleaning. Due to her domain expertise, she can often

search for synonyms of terms or use search engines like Google to discover alternative

expressions. The cleaning process may also involve segmenting or splitting the original

expressions if they are too long for mapping. In this process, context is very important.

Her work is later validated during team meetings or by her supervisor. It is an iterative

process where discrepancies are discussed and compared until an agreement is reached.

One of her primary challenges has been in trying to encode local terminologies with

SNOMED CT. Not all the terms are clinical expressions. SNOMED CT is very specific,

but often the local terms are very general. Similar to Sarah, she struggles to validate terms

that have a large number of potential correspondences. To help alleviate these issues, she

feels that they need to develop standards for mapping local terminologies and establish a

standard format for storage of the results. The terms need more detailed descriptions and

documentation about their intended usage. Jessica anticipates that their future tools need

to be able to support plugins that can be integrated for specific functionality corresponding

to the terminologies being mapped. Also, the tools need to natively support searching and

navigation of SNOMED CT.

7.3 Findings

A number of themes emerged from our analysis. Below, we discuss these themes and link

them back to our original research objectives. The themes are categorized into three groups:

1) Team coordination/process; 2) Mapping process; and 3) Tool limitations and demands.

Note that although these findings are categorized into three groups, there is overlap and

interplay between the categories.
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7.3.1 Team coordination/process

Our first three research questions ask about team coordination, process, and mapping veri-

fication. The following themes address these questions.

7.3.1.1 Diverse backgrounds necessary

The team consisted of members with a variety of diverse backgrounds and Sarah stated that

she felt this was important for any team working in this area. “A team of maybe five people

with cross program skills, it can’t be all computer scientists type people . . .”. We see from

the interviews that various members of the team relied on each other’s unique expertise,

such as domain knowledge and programming skills. Like complex research projects, large

mapping projects rely on a variety of skill sets coming together to make the project work.

7.3.1.2 Developing a methodology

This team is working at the forefront of research centred around SNOMED CT. As a result,

they have been responsible for developing a methodology, process, and tooling to carry out

mappings. Developing this methodology was considered one of the central challenges from

all three participants and all felt that further work towards standardizing this was critical to

the process.

The team worked together to develop their own tooling to help them discover map-

pings. Creating a mapping is an iterative process, involving a number of steps such as

data extraction, cleaning, re-factoring, team validation, and communication with domain

experts.

7.3.1.3 Cooperative validation

The team worked together to help validate each other’s work. This consisted of weekly

meetings where they would discuss particular issues and resolve differences. They worked

with domain experts, either within or outside their team, such as the creator of a terminol-
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ogy. This cooperation was their primary process for assessing and evaluating the quality of

their results.

7.3.2 Mapping process

In this section we discuss themes that relate to the mapping and validation process, which

helps to answer research questions four and five.

7.3.2.1 Simplify first

The interviewees stressed the importance of simplifying the task of mapping first. For

example, in the ICD-10 project, the first step was to reduce the number of terms down to

the most critical subset of 5,000 terms. Following this, they used an iterative process of

running it through their tool, inspecting the outcome, cleaning the data, and re-running the

algorithms. The team generally accepted exact matches as correct in an effort to reduce the

number of correspondences that needed to be explicitly checked. These steps are necessary

for helping to deal with the shear size of these datasets. As Sarah stated, “[T]he scale is

always a problem, because the potential scale is so large.”

7.3.2.2 Series of iterations

Each of the interviewees discussed the process of mapping in terms of iterations. Jessica

stated, “I think what the tool needs to become is something where you can apply various

steps and at each place examine the output”. The tool needs to allow a user to make

certain assumptions, such as exact name matches are correct, in order to help reduce the

complexity, and allow the human to focus on more complex matches. Moreover, a clearly

defined series of steps helps establish completeness or correctness. If a term fails to have a

match after an established set of steps have been taken, then that negative result potentially

yields insights into deficiencies with the methodology.



7.3 Findings 87

7.3.2.3 Difficult mappings

The interviewees considered the validation and creation of one-to-many mapping corre-

spondences to be amongst the most difficult to determine. “What do you do with the terms

that came up with 20, 30, 40, 50, 100, 200 different possible maps? And how do you even

think about that?” SNOMED CT is such a large terminology that it is difficult to know

when to cut off a particular correspondence, especially if the local terms are very general

and widely applicable expressions. Currently, they have no tool support or process for this.

It is one of the central challenges they are facing in the near future.

7.3.3 Tool limitations and demands

The final set of themes relate to tool specific issues and help address research question six,

“What are the limits to their current tooling and how can the tools be improved?”

7.3.3.1 Existing tools fail

The team chose to develop their own tool due to a lack of openly available free tools.

They also use the CliniClue browser for SNOMED CT, however, this tool was developed

for searching and browsing SNOMED CT, not mapping. As a result, it is not suitable

for computing correspondences with a set of terms. Also, since SNOMED CT is such a

large ontology, many existing research tools in the ontology mapping community are not

suitable.

These results are consistent with results from our online survey. Many respondents of

the survey indicated that they chose to develop their own tools as well. This was partly due

to the general nature of many of the research tools. Often, people need domain specific

tools that are tailored to their specific needs, as our interviewees indicated.
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7.3.3.2 More detail required

Their existing tool needs to produce more detailed output to aid in validation. Currently,

results are reported in an Excel spreadsheet. There is no direct way to inspect the SNOMED

CT term’s structure, which all three interviewees indicated as very important.

7.3.3.3 No methodology is flawless

The interviewees indicated that no methodology/algorithm is flawless and that a user al-

ways has to be part of the process. New development for data extraction, cleaning, and

validation often takes place on a per-project basis. Automatically discovering and gen-

erating one-to-many relationships is too complicated, and currently the responsibility of

working through the large number of possible matches is left to domain experts. Also, re-

lying solely on the category labels to determine matches will potentially introduce bias as

was discussed in the experiments on human inference (see Chapter 3).

7.3.3.4 Reporting

Reporting is essential to their mapping process. They need to produce detailed summary

reports about their mapping results to share with the other group members and share with

their clients. These reports can act as a paper trail for comparing new results generated

after a cleaning or algorithm tweaking phase.

7.4 Limitations

The main limitation of this study was that we limited the investigation to a single mapping

team. As a consequence, the results may not be applicable to all teams. However, we

do see consistencies between the results of this study and our larger and broader survey

study. Another potential limitation is the maturity of the team we studied. In comparison

to the experience reported by Reed et al. [RL02], which was developed over 15 years
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of mappings, the team we studied was relatively new to mapping. There may also be a

bias in the interpretation of the results and theme analysis. Results from our previous two

experiments may have influenced our choice of codes and themes for this experiment. We

attempted to mitigate this by having one researcher that was unfamiliar with the previous

two experiments help code the interviews. Despite these limitations, we feel the interviews

provide rich insights into some of the challenges of mapping large ontologies and how in

particular, one team has been working to resolve these challenges.

7.5 Summary

In this chapter we presented the design and results from an interview study that focused on

team-related issues during ontology mapping. We presented a number of findings based on

this experiment, which help contribute to our understanding of ontology mapping issues as

well as highlight potential opportunities for cognitive support related to team process.

This study also highlighted that ontology mapping is much more than the algorithms

used to compute matches. This is but a small part of the entire process. Mapping con-

sists of understanding the data you are working with, establishing a means of processing it,

cleaning or standardizing it, iterating through a mapping procedure, and working in a team

to validate and assess the quality. This is an iterative process and one where the human

or humans are essential contributors. Tool developers can help by creating tools that sup-

port domain specific needs. We believe that developing new techniques that help reduce

the accidental complexity [PB85], while still allowing people to deal with the essential

complexity [PB85] of the problem along with ways to visualize and explore potential cor-

respondences, would greatly speed up the analysis and validation procedure. The tool must

support the mapping process, not be a hindrance to it.

In the next chapter we combine results from the three experiments and the results from

Chapter 3 to present a set of information needs of ontology mapping users. Based on these

needs, we propose a process model that describes the opportunities for cognitive support
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for ontology mapping systems.
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Chapter 8

A cognitive support framework

In this chapter we synthesize results from the three exploratory studies and the work from

Chapter 3 on human inference to address research objectives O5 and O6 (see Chapter 1

Section 1.2). We first present a set of information needs that were identified through our

analysis. These needs are represented as questions that are important for the user to answer

during ontology mapping. Following this, we present a process model that details the

various opportunities for cognitive support in ontology mapping systems. This model is

first presented without including the team aspect of ontology mapping and then is extended

to include our team-based results. Using this model, we derive design requirements for

incorporating elements of cognitive support into ontology mapping systems.

The combination of the information needs and models represent the cognitive support

framework for semi-automatic ontology mapping. We use the term “framework” in this

context to refer to a “theoretical framework”, which helps to make logical sense of the re-

lationships, variables, and factors that we have discovered to be important [Bor96, Bot89].

The framework provides a frame of reference for communicating our findings, as well as

helps to guide future research.

Parts of this chapter are presented in [FS07b].
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8.1 Information needs

We analyzed the data from each of the studies and identified a set of information needs

that are important to ontology mapping users. These needs are shown below in the form of

questions that a user may need to answer.

1. How do I know when the mapping procedure is complete?

2. How can I verify the quality of my mapping?

3. How can I identify similar areas of the ontologies?

4. How can I limit the scope of the mapping?

5. How can I understand why a particular correspondence is suggested automatically?

6. How can I make temporary decisions and reverse decisions about mapping corre-

spondences?

7. When mapping an ontology, where should I start?

8. How do I flag or indicate a questionable correspondence?

These information needs represent different opportunities for cognitive support in on-

tology mapping systems. Tools must support users through the process of answering each

of these questions. In the next section, the semi-automatic mapping process model we

propose addresses these user information needs within the context of a human-machine

symbiotic mapping system.

8.2 Cognitive support opportunities

We first introduce the individual process model for semi-automatic ontology mapping. This

model describes the relationship between the user and the tool and the principles of the

model represent opportunities for cognitive support.
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User Tool

1.1 Discover mappings

1.2 Make mapping decisions

1.3 Inspect definition of term

1.4 Inspect context of term

Analysis and Decision Making

4.1 Ontologies

4.2 Potential mappings

4.3 Verified mappings

4.4 Candidate-heavy regions

4.5 Possible starting points

4.6 Progress

4.7 Reason for suggestion

Representation

2.1 Explore ontologies

2.2 Explore/verify potential mappings

2.3 Explore/remove verified mappings

2.4 Perform searching and filtering

2.5 Create + manipulate mappings

Interaction

3.1 Generate mappings

3.2 Execute mappings

3.3 Save state

3.4 Resolve conflicts

Analysis and Generation

Figure 8.1. A theoretical framework for cognitive support in ontology mapping.

8.2.1 Individual process model

The model shown in Figure 8.1 has four conceptual dimensions: User Analysis and Deci-

sion Making, Interaction, Analysis and Generation, and Representation, which are based

in part on work from Détienne [D0́2, pp.7], Victor [Vic05], and Walenstein [Wal02c]. Each

dimension represents a concept in the human-guided ontology mapping process. Users in-

ternally perform analysis and decision making to understand and validate correspondences.

Human inference plays an important role during this process. Externally, the users interact

with the tool to acquire information or create correspondences. The tool internally per-

forms analysis and generates correspondences and externally presents these to the user.

Distributed cognition between user and artifact (tool) makes the task manageable.

In a mapping scenario, a user begins by choosing two ontologies to map by interacting

with the tool. The tool provides representation of these ontologies and possible mapping

correspondences. The user performs steps to verify the correspondences and then creates

the mapping. This information is communicated back to the tool through user interaction,

and the tool can use this information to update its representation. This iterative process
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continues until the user decides the mapping is complete.

Interaction is how the user communicates with the tool. Mapping users must be able to

explore the ontologies and correspondences. This activity reinforces learning of the terms

in the ontologies and involved in the mapping. Interaction also aids discovery of new cor-

respondences. Representation is a closely related concept to interaction. While interaction

is concerned with the exploration of data, representation is the presentation of data sources

and the mapping. Representation of the ontologies and mapping supports redistribution, as

this information does not need to be stored and tracked by the user. Progress indication and

identification of starting points provides an ends-means reification for the user. The com-

bination of these two dimensions may afford perceptual substitution, where an interactive

structural representation of the mapping and ontologies allows the user to rely on their fast

visual processing for exploration.

These are also important concepts related to user understanding and planning proce-

dure. How the data is presented is critical to the problem solving aspect of mapping. Zhang

et al. [ZN94] conducted a problem solving user study where participants were given mul-

tiple versions of the same problem. Each version used a different representation. It was

shown that how the problem was represented was directly related to the difficulty of the

task. Also, results from the ontology mapping observational case study demonstrated that

mapping representations relate to the planning and attack strategy used by the tool user.

We also saw a similar phenomenon in the experiments on human inference. Pictorial class

representation was shown to have less influence over inference than textual labels.

User Analysis and Decision Making facilitates the justification of a mapping. There

must be means for the user to verify that a correspondence is correct. Otherwise poor de-

cisions could be made due to the user lacking a full understanding of the terms involved,

properties of those terms, and relationships of those terms. Finally, the Analysis and Gen-

eration dimension is the generation and manipulation of mapping correspondences. This

is a critical concept in the mapping procedure, as without it, no mapping can be created.

The model dimensions are described below along with descriptions of each model prin-
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ciple. We use the principles to derive software tool requirements, which we use to guide the

development of our own mapping system. We also indicate the source of each principle,

that is, which experiments the principle was derived from.

Analysis and Decision Making

(#1.1) Discover mappings:

Model Principle: Users discover mapping correspondences based on their domain knowl-

edge or by exploring the ontologies. This information is often internalized until the user

is convinced of the mapping.

Requirement: Support ontology exploration and manual creation of mapping correspon-

dences. Provide tooling for the creation of temporary correspondences that the user can

address at a later time.

Source: Observational case study and interview study.

(#1.2) Make mapping decisions:

Model Principle: Users internally make mapping decisions. The tool aids this by sug-

gesting potential correspondences that the user validates.

Requirement: Provide a method for the user to accept/reject a suggested correspon-

dence.

Source: Observational case study and interview study.

(#1.3) Inspect definition of term:

Model Principle: The definition of a term comes from the properties that describe the

internal structure of the term. The internal structure helps explain the meaning of the

term, which facilitates the user’s understanding of the ontology.

Requirement: Provide access to full definitions of ontology terms.

Source: Observational case study and interview study.

(#1.4) Inspect context of term:

Model Principle: Context is how a term is used in an ontology. This is derived from the

external structure (the is_a hierarchy) and the internal structure (definition of the term).
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Context of terms in a mapping helps the user verify that the intended meaning of terms

is the same.

Requirement: Show the context of a term when a user is inspecting a suggested corre-

spondence.

Source: Observational case study, survey study, and interview study.

Interaction Dimension

(#2.1) Explore ontologies:

Model Principle: User-driven navigation of terms, properties, and relationships in the

ontologies enforces understanding of the ontology and discovery of correspondences.

Requirement: Provide interactive access to source and target ontologies.

Source: Observational case study, survey study, and interview study.

(#2.2) Explore/verify potential mappings:

Model Principle: Exploring potential correspondences aids the user in the verification

process.

Requirement: Support interactive navigation and allow the user to accept/reject poten-

tial correspondences.

Source: Observational case study, survey study, and interview study.

(#2.3) Explore/remove verified mappings:

Model Principle: Navigation of the verified correspondences allows the user to explore

what they have completed and what is left to complete.

Requirement: Support interactive navigation and removal of verified correspondences.

Source: Observational case study, survey study, and interview study.

(#2.4) Perform search and filter:

Model Principle: Search and filter facilitates the reduction of information overload for

mapping. It also facilitates planning as they allow the user to focus on smaller chunks of

the mapping process.

Requirement: Provide support for searching and filtering the ontologies and mapping

(e.g., filters to display terms in the ontologies with/without correspondences, or display
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only the correspondences with exact name matches.)

Source: Observational case study, survey study, and interview study.

(#2.5) Direct creation and manipulation of the mappings:

Model Principle: Many correspondences are missed by automated procedures, requiring

the user to manually create them. Manipulation refers to adding metadata to a verified

correspondence, such as a reason for the mapping.

Requirement: Support for adding details on verified correspondences and manually cre-

ate correspondences.

Source: Observational case study, survey study, and interview study.

Analysis and Generation

(#3.1) Generate mappings:

Model Principle: Automatic generation of correspondences helps users identify simple

mapping correspondences.

Requirement: Support the automatic discovery of some correspondences.

Source: Observational case study, survey study, and interview study.

(#3.2) Execute mappings:

Model Principle: Executing a mapping is the process of transforming instances from one

ontology to another based on the mapping definition. This can be treated as a debugging

step in creating a complete mapping: the user can verify if the instances created in the

target from the source instances are the ones that (s)he expected.

Requirement: Allow the user to test a mapping by automatically transforming instances

from the source to the target ontology.

Source: Survey study.

(#3.3) Save verification state:

Model Principle: Automatically saving the mapping state and returning to that state with

each session relieves the user’s working memory from determining where they were,

what they were doing, and what their next step is, after an interruption.
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Requirement: The verification process must support potential interruptions by automat-

ically saving and returning users to a given state.

Source: Observational case study and survey study.

(#3.4) Conflict resolution and inconsistency detection:

Model Principle: Conflict resolution helps users determine inconsistencies in the created

mapping. They can arise from a variety of situations, such as when two concepts are

mapped, but some structural elements that are critical for their definition have not been

mapped yet.

Requirement: Support identification and guidance for resolving conflicts.

Source: Survey study and interview study.

Representation Dimension

(#4.1) Source and target ontologies:

Model Principle: Representation of the ontologies facilitates understanding and discov-

ery.

Requirement: Provide a visual representation of the source and target ontology.

Source: Observational case study, survey study, and interview study.

(#4.2) Potential mappings:

Model Principle: Representation of a potential correspondence aids the discovery and

decision making process.

Requirement: Provide a representation of a potential correspondence describing why it

was suggested, where the terms are in the ontologies, and their context.

Source: Observational case study, survey study, and interview study.

(#4.3) Verified mappings:

Model Principle: Representation of verified correspondences frees a user’s working

memory from remembering what they have already verified.

Requirement: Provide a representation of the verified correspondences that describe

why the correspondence was accepted, where the terms are in the ontologies, and their
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context.

Source: Observational case study, survey study, and interview study.
(#4.4) Identify “candidate-heavy” regions:

Model Principle: Identification of candidate-heavy regions aids the planning procedure

for performing mapping operations. It also facilitates understanding of results from the

automated procedure.

Requirement: Identify visually candidate-heavy regions based on the automated map-

ping procedure.

Source: Survey study and interview study.
(#4.5) Identify possible starting points:

Model Principle: A starting point represents an area of the ontologies or potential cor-

respondences where the user may wish to first concentrate their mapping effort.

Requirement: Indicate possible start points for the user, e.g., flag terms that have exact

name matches, as these are generally the most straight-forward correspondences to per-

form.

Source: Observational case study and survey study.
(#4.6) Progress feedback:

Model Principle: Progress feedback facilitates planning, as it provides details about

where the user is in the overall mapping process. This is also an indicator about the

current verification state.

Requirement: Provide progress feedback on the overall mapping process.

Source: Observational case study and survey study.
(#4.7) Reason for suggesting a mapping:

Model Principle: Mappings auto-generated by the tool can support verification and un-

derstanding by “explaining” why the algorithm decided the two terms match. An expla-

nation facility helps the user to decide on a correspondence and also builds trust between

the algorithm and the user.

Requirement: Provide feedback explaining how the tool determined a potential corre-

spondence.

Source: Observational case study, survey study, and interview study.
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Figure 8.2. Opportunities for cognitive support in team process.

8.2.2 Team process model

In this section, we extend the “individual process model” to incorporate cognitive sup-

port elements for team process. Most ontology mapping tools do not support a collabora-

tive team process, yet results from our survey and interviews indicate that many mapping

projects consist of small to medium size teams.

In Figure 8.2, the top diagram, based on the “individual process model”, encapsulates

the process our interviewees followed in their own work. Here, we add the team dynamic to

the diagram. Our interviewees and survey respondents indicated that team interaction pri-

marily occurs through face to face communication or asynchronous communication such

as e-mail and wikis. We feel there is an important opportunity for cognitive support by in-

corporating team interaction more closely into the process as shown in the bottom diagram

(defined by the dotted arrows to and from Team). In this process, we do not completely
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remove user to user communication, but communication can also take place through inter-

action with the system and the representation the system provides.

Users need to be able to associate metadata with the correspondences they generate so

that they can explain why they made certain decisions or highlight areas that need discus-

sion or validation. This metadata can also act as a paper trail for their decision-making

process. Users of the mapping can then understand why those decisions were made. Team-

member based filtering should be introduced where a user can filter to show the correspon-

dences created by a given member of the team and have awareness about what that member

is currently working on.

The tool should support annotation of terms or concepts. Part of the mapping pro-

cess is gaining an understanding of the source and target concepts. Large ontologies like

SNOMED CT have external documentation describing concepts and their usage. How-

ever, users should be able to further explain the concept directly within the tool in order

to communicate and document their discoveries. This helps to develop the team’s shared

understanding.

This level of team support is now available in software development. Sophisticated

tools like IBM’s Jazz [JZZ], have been developed with software collaboration and aware-

ness as a central component. The tool suppports a process where developer activity is com-

municated with other members of the team and managers are able to know what people are

working on. These ideas can also be incorporated into ontology development.

Ontology mapping can also begin to borrow ideas from social computing. Wikipedia1,

YouTube2, and Flickr3 depend on massive contributions and collaboration from their users.

Similar value could be obtained for ontology mapping by providing tools where decisions

can be shared, commented, and policed by communities of users.
1http://www.wikipedia.com
2http://www.youtube.com
3http://www.flickr.com

http://www.wikipedia.com
http://www.youtube.com
http://www.flickr.com
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8.3 Summary

In this chapter, we introduced a cognitive support framework for ontology mapping that

consists of user information needs and a model that describes the relationship between user

and tool in the mapping process. This framework is based on a combination of research: lit-

erature and studies on human inference, theories of decision making, and three exploratory

studies. The framework highlights the importance that both the user and tool play during

the mapping procedure. We also see that the automated generation of mappings, which

has received the most research attention in this area, is a small part of the entire mapping

process. Moreover, based on our studies, the problems users experience go beyond the

processing of the algorithms. Users have trouble remembering what they have looked at

and executed, understanding output from the algorithm, remembering why they performed

an operation, reversing their decisions, and gathering evidence to support their decisions.

We believe addressing these problems is the key to improving the productivity of the users.

In the next chapter, we describe our ontology mapping tool COGZ. The tool is based

on the principles and requirements outlined in this chapter.



Part III

Applying and evaluating the framework
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Chapter 9

The CogZ tool

In this chapter, we use the requirements derived from the cognitive support framework to

design a tool for ontology mapping, addressing research objective O7. We discuss the

various iterations of the tool design, the various features, and the rationale for the existence

of each feature. We also relate each feature to the framework requirements. We primarily

concentrate on the features of the individual process model. Parts of this chapter were

originally published in [FYS].

9.1 Towards cognitive support

Rather than building a tool from scratch, we decided to extend an existing mapping tool

with a plugin for cognitive support. We recognized PROMPT as the best match for our cog-

nitive support tool integration. This is because PROMPT already addresses some of the cog-

nitive support requirements we defined and it is available as an open source tool. By work-

ing with the PROMPT developers, we created an extensive plugin architecture that allows

researchers to easily plug-in their own algorithms, user interface components, and mapping

file formats. Using this plugin architecture, researchers can extend many of PROMPT’s user

interface components. These extensions to PROMPT were first discussed at the “Ontology

Matching Workshop 2006” [FNS06].

We decompose the mapping process into steps: an algorithm for comparison, the pre-

sentation of mapping correspondences, fine-tuning and saving of correspondences, and exe-
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Figure 9.1. Configurable steps in the PROMPT framework. Developers can replace any
component in the figure with their own implementation. Each component has opportuni-
ties for cognitive support and tool support features can be introduced at each step to aid
cognition.

cution of a mapping (see Figure 9.1). These represent plugin extension points in PROMPT.

These extensions allow researchers to move their ideas from prototypes to fully imple-

mented mapping tools, without recreating the entire user interface. These extensions to

PROMPT provide the ontology engineering community with a consistent interface for map-

ping and allows users to have access to a suite of tools and algorithms. In Figure 9.2, some

of the various UI extension points that are now supported by PROMPT are shown.

There have been a number of plugins developed for PROMPT based on the supported ex-

tensions. As a “proof of concept”, we developed an algorithm plugin for the FOAM [ES05]

mapping library. This plugin acts as a “bridge” between PROMPT and FOAM. An algorithm

plugin has been developed for using UMLS as well as one for matching class name syn-

onyms. Both are included with the default installation of PROMPT. Also, as part of the

default installation, there are two plugins available for storing a mapping: one that uses

a simple mapping ontology and one based on the problem solving methods described by

Crubézy [CM03]. Storage plugins give PROMPT flexibility to support any of the mapping

relations discussed in Chapter 2, Section 2.3.

The plugin framework allowed us to design our tool as a user-interface (UI) plugin
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Figure 9.2. The PROMPT user interface and the extension points in PROMPT’s mapping
component. The left column shows the source ontology; the middle column displays the
correspondences suggested by PROMPT and explanations of these suggestions. The right
column displays the target ontology. There are tab extensions points for the source (1),
mapping (2), and target (3) components. Area (4) shows the suggestion header button
extension point. Algorithms can provide their own explanations for each candidate corre-
spondence (5).

focusing on cognitive support. We developed a PROMPT plugin called COGZ (Cognitive

Support and Visualization for Human-Guided Mapping Systems). COGZ was first intro-

duced in 2006 [FNS06], a second version was released in 2007 [FS07b], and finally the lat-

est version was released in 2008 [FYS]. Because COGZ works as an extension to PROMPT,

it can harness the features of PROMPT and enhance or support them with additional visual

components. The plugin architecture also allows any algorithm plugin to indirectly benefit

from the cognitive support provided by COGZ. The COGZ plugin has been included as part

of the default Protégé installation since it was first developed (summer 2006).
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Figure 9.3. COGZ TreeMap view (A) with enhanced pie chart view (B). The color intensity
corresponds to the number of candidate correspondences found within that region of the
ontology. The pie chart provides an overview of how many terms have been mapped, have
candidates, or have no associations within a region.

9.2 Evolution of COGZ

The COGZ interface evolved as the framework emerged. The first version of COGZ con-

tained only a neighborhood graph visualization for helping users compare potential corre-

spondences and a few options for filtering the suggestion list. In the second version we

attempted to address most of the model requirements discussed in the previous chapter.

This version included the original neighborhood comparison view from the first version,

the suggestion list filters, and also a TreeMap [Shn92] interface for navigating the ontolo-

gies and highlighting the “candidate-heavy” regions of the ontologies (see Figure 9.3). A

TreeMap is a 2-d space-filling representation of a tree, where nodes are represented as rect-
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angles, and child nodes fill the space of their parent. The size of a rectangle is usually

proportional to a metric chosen by the designer, like the size of a particular branch.

We originally chose this TreeMap-based interface for several reasons. The overview

needed to fit a small area of the user interface yet display a large amount of data. Since

TreeMaps are space-filling, they take up the same amount of screen regardless of ontology

size. Also, since ontologies can be very large, we needed a visualization that scales well;

TreeMaps can visualize several thousand nodes [FP02]. Color intensity in the TreeMap

helps identify candidate-heavy regions of the ontology and mapped regions. The pie chart

view provides details about the number of candidate correspondences, mapped concepts,

and concepts without an association within each branch of the ontology. This gives an

overview about what has and has not been completed within a branch of the ontology.

Both of these versions were integrated directly into the existing PROMPT UI. This put

limitations on the type of support elements we could introduce. Based on our own expe-

rience using the second version, we recognized that adding features to PROMPT’s existing

UI was potentially introducing more complexity to the interface. Another problem was that

with the plugin architecture we developed, we could easily add features, but it was difficult

to take them away. Thus, although we could design our components as we chose, we could

not manipulate the existing features of the PROMPT UI that we recognized as potential

problem areas for users.

As a result, we extended the PROMPT plugin architecture to include support for al-

ternative perspectives. This new extension allowed us to completely replace the default

PROMPT UI, but still use PROMPT’s other facilities. This provides a platform for allowing

researchers to create, test and evaluate different ontology mapping UIs.

PROMPT’s UI uses a list-based approach where all candidate correspondences are listed

as a source term mapping to a target term. In the second version of COGZ, we explored

using abstract representations of correspondences (e.g., TreeMap), but we determined that

the learning curve was too great. In the observational case study (see Chapter 5), our users

indicated that they liked the visual line-based representation of COMA++ where lines were
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used to indicate a potential correspondence by “linking” a source and target term. However,

the users found the tool’s implementation very difficult to work with. We also anticipated

that the line-based metaphor was potentially useful, but needed to be redesigned to reduce

cognitive overhead. As a result, we designed the latest COGZ with a visual arc-based

display for representing candidate and validated correspondences.

We believe this representation provides several advantages over a list-based display.

For example, it is difficult to find all candidate correspondences associated with a given

term by scanning a list. Every list item has to be checked for the term and one must

remember what candidates for that term they have already inspected. Also, when inspecting

a candidate correspondence, it is often important to inspect potential correspondences of

the parent and sibling concepts. Since a list is not organized hierarchically, it does not

facilitate this inspection process. This view, along with the filters discussed below, are the

primary differences between this version and previous versions of COGZ. In the following,

we highlight a variety of features of the COGZ tool and relate them to the cognitive support

requirements that they address.

9.2.1 The main interface

Figure 9.4 presents the main COGZ interface. Figure 9.4(A) and 9.4(B) show the source

and target ontologies (Requirement 2.1). Concepts with “C” icons represent terms with

candidate correspondences that were discovered automatically, while concepts with “M”

icons (e.g., Article) are terms that have been validated and mapped. Figure 9.4(C) shows

a visual representation of correspondences. Candidate correspondences are represented by

dotted, red arcs, while validated correspondences are represented by solid, black arcs. Fig-

ure 9.4(D) shows the main toolbar. Each ontology has a set of buttons for applying filters,

moving through the correspondences, and representing the overall progress (Requirement

4.6). The central buttons correspond to global functionality for filtering and carrying out

mapping operations. Finally, Figure 9.4(E) shows three tabs. The first tab displays all

the candidate or suggested correspondences found automatically. The second tab displays
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Figure 9.4. The COGZ perspective in PROMPT.

only the correspondences validated by the user. The final tab displays a side by side vi-

sual comparison between the concepts selected in the source and target ontologies (see Fig.

9.4).

9.2.2 Visualizing correspondences

COGZ uses a visual representation for candidate and verified correspondences (Require-

ments 2.2, 2.3, 4.2, and 4.3). Interaction with the visualization and ontology trees is syn-

chronized. Selecting a node with correspondence candidates automatically expands the

corresponding candidate terms in the other ontology and highlights the mapping arcs. This

helps users explore all the candidates for a term. Multiple inheritance in an ontology is sup-
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Figure 9.5. The COGZ neighbourhood view.

ported by displaying alternative arcs travelling to the multiple hierarchies where a concept

exists. The visualization helps support exploration and discovery of the parent, child and

sibling correspondences of a term (Requirement 1.1), as clusters of potential correspon-

dences are visible when two hierarchies closely correspond (see the Publication hierarchy

in Fig. 9.4).

COGZ supports the visual construction of user-defined correspondences (Requirement

2.5). A user can select a source concept and drag with the mouse to a concept in the target

ontology. This will create a correspondence between the source and target term.

To help deal with some of the potential usability issues of such a display, we incorpo-

rated a variety of filters that helps users reduce the potential information overload that is

inherent in this application domain. These are discussed in more detail in the “Filtering”

subsection below.

Through a pilot study we determined that a list-based representation of candidate and

validated correspondences was necessary to provide an alternative means of mapping nav-

igation (Requirements 2.2, 2.3, 4.2, and 4.3). This helps users quickly inspect what was

automatically found by the algorithm as well as what they have validated. The mapping

visualization is synchronized with the list-based view and vice-versa. This synchronization

helps reinforce learning the system and also helps support different styles of learning and

exploration.
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9.2.3 Neighbourhood view

The neighbourhood view provides a side by side structural comparison between candidate

terms (see Fig. 9.5). Without this view, it is difficult to compare non-subclass relationships

between terms, as these are not visible in the traditional hierarchical view of an ontology.

Also, the neighbourhood view makes it easier to inspect multiple inheritance, which are not

easily visible in a tree structure (Requirement 1.3 and 1.4). As we discussed in Chapter 3,

humans tend to overuse categorical information for making inferences. Both this view and

the mapping view help to clarify the categorical relations of concepts. We believe this

facilitates the user’s decision-making process.

In previous iterations of COGZ, the neighbourhood view was constructed by integrating

the ontology visualization tool Jambalaya [SNM+02]. In the latest version, the dependency

on Jambalaya has been removed and we have developed our own ontology visualization

support. This was done in order to develop visualizations that corresponded more closely

with our identified requirements. The neighbourhood view supports node and arc filtering

based on ontological types, iterative navigation through continual expansion of nodes, a

variety of different layouts, and zooming.

This component has been released also as a Protégé plugin called PQViz1, for searching

and visually navigating ontologies.

9.2.4 Filtering

COGZ supports a large variety of filters that have been based on the results of our previous

user studies. These filters help support the user’s mapping process as well as help users

cope with the complexity of mapping ontologies. Search and filtering is critical as users

can easily become overwhelmed when presented with large lists. Abrams et al. [ABC98]

found that web browser users will not put more than 35 items in their favourites list be-

fore resorting to categorizing links within hierarchies or stopping their use of favourites
1http://webhome.cs.uvic.ca/˜seanf/pqviz/pqviz.html

http://webhome.cs.uvic.ca/~seanf/pqviz/pqviz.html
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Figure 9.6. COGZ ontology search.

altogether.

The search for the source, target, candidate and verified correspondences is both a

search and a filter for the corresponding display (Requirement 2.4). As a user types, the

display is filtered to display only matching terms. In the case of the ontology searches, the

parent hierarchy of matching terms is also included (see Figure 9.6).

The source and target ontologies can also be “re-rooted”. That is, any term in the on-

tology can become the root of the tree. This removes all other terms that are not a subclass

of the selected term from the display. It allows users to focus on particular areas of the on-

tology (Requirement 4.5). Also, the source and target ontologies can be filtered to display

only the part of the ontology necessary to see the candidate or verified correspondences

(Requirement 4.4). The mapping and ontologies can be filtered based on a selected cor-

respondence as well. This will filter the display to show only the concepts necessary to

inspect the currently selected correspondence.

Besides filtering, to help users cope with the potential clutter of this representation,

mapping correspondences that do not have at least one visible concept in the display are au-

tomatically filtered from the view. Non-selected correspondence lines are semi-transparent

and if the user desires, they can be filtered completely. All the filters are toggle buttons

and can be used in combination, creating a powerful, user-driven approach to coping with

potential complexity.
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9.2.5 Reporting

Based on results from the survey and interview study, we incorporated several different

reports into COGZ to facilitate discussions of mappings during team meetings. The first is

a “Mapping Status Report”. This is an HTML based report that gives a breakdown of the

current mapping results, including each candidate and validated mapping (Requirements

4.2, 4.3 and 4.6). Candidate correspondences diplay the terms involved, the reason for the

suggestion, and the type of match (e.g., exact, similar name). The second report, which is

available for both the source and target ontologies, is a “Mapping Hierarchy Report”. The

report displays the terms that have been mapped, along with their parent hierarchy. This

is essentially the implementation hierarchy of an ontology necessary to cover the terms

involved in a mapping. This is potentially useful for large ontologies like SNOMED CT,

where in most mapping scenarios, only a piece of the ontology is needed to cover the terms

involved in the mapping.

9.2.6 Other features

We have improved PROMPT’s deletion support. To remove a validated correspondence

from the native PROMPT interface, the mapping storage ontology must be modified directly,

which can result in a number of non-obvious steps. In COGZ, this is available as a single

button action. To the user, there is no difference between removing a candidate item versus

a fully mapped item (Requirement 2.3).

To help support the user’s working memory, we introduced the notion of a “temporary

mapping”. This functionality allows a user to flag a correspondence as temporary, which

are displayed in a different color and can then be filtered from the view (Requirement 1.2).

These marked correspondences can be visualized on their own or with all other correspon-

dences in the system. If a user performs a mapping operation with a concept that already

has a temporary correspondence, the user is reminded about this and asked if they wish

to proceed. If they proceed, the corresponding temporary correspondences are removed as



9.3 Summary 115

possible candidate correspondences.

COGZ supports two different types of tree zooming (Requirement 2.1). Both the source

and target ontology can be zoomed to display more or less information. Also, a “fish-eye”

zoom is available that will display a selected term at the regular font-size and other terms

progressively smaller as the terms get further away from the focal point. Multiple focal

points can be selected. Zooming helps with exploration of large ontology hierarchies and

multiple correspondences by allowing more information to be displayed in one view.

We have released the tree zooming component of COGZ as a separate open-source

library 2.

9.2.7 Automation support

Requirements 3.1 through 3.4 all relate to the automated functions of an ontology mapping

system. COGZ depends on PROMPT’s native support of these requirements. However,

the plugin framework we developed for PROMPT allows other developers to change how

each of these requirements is addressed. Moreover, we demonstrate in Chapter 11 how

we extended both COGZ and PROMPT to support an alternative means of generating and

executing a mapping.

9.3 Summary

We described a plugin framework that we developed for the PROMPT ontology manage-

ment suite. The framework helps address two fundamental issues. First, how can we satisfy

the cognitive support requirements in one consistent environment, and second, how can we

close the gap between mapping algorithm research and mapping users? By supporting user

interface extension points in PROMPT, researchers interested in mapping interfaces can in-

corporate their ideas and tools to help support end users as well as incorporate their own

domain or application specific requirements. Similarly, the algorithm extension points also
2http://sourceforge.net/projects/zoomablejtrees/

http://sourceforge.net/projects/zoomablejtrees/
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help the algorithm researcher. By using these extensions, researchers (or software devel-

opers) can easily incorporate their algorithms into PROMPT, allowing the research to be

available under one consistent user interface. End users will benefit from having access to

the best known algorithms, as well as the best cognitive support tools available.

We also described features of our mapping perspective, COGZ. The tool is based on the

requirements outlined in the previous chapter. It combines a variety of visualization and

filtering techniques to help address the opportunities of cognitive support derived from our

user studies. In the next chapter, we evaluate the tool, first demonstrating the feasibility

of the approach, second the effectiveness, efficiency, and accuracy of using the tool, and

finally the adoption of both the tool and framework by researchers and industry.
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Chapter 10

Evaluation

In this chapter, we address research objective O8, the evaluation of the tool and design.

We begin by evaluating the feasibility of the visualization approach through a case study.

We demonstrate that the approach is scalable to a large number of correspondences across

two large anatomy ontologies. Following this, we evaluate the tool in a controlled lab

experiment. The results from the experiment demonstrate that the COGZ perspective is

preferred over the default PROMPT view, but more importantly, we explore why this is

the case in terms of the cognitive support provided by the COGZ interface. Finally, we

discuss the adoption of our framework and the COGZ tool by the research and industry

communities.

10.1 Case study evaluation

In this section we discuss a mapping case study to demonstrate the feasibility, scalability

and some of the features of the COGZ tool for use in the biomedical research domain. For

the study, we chose to use two anatomy ontologies, one from the National Cancer Institute

and the other from Jackson Labs. We chose these ontologies as they are both large, widely

used, and well-known ontologies.

The National Cancer Institute (NCI) publishes the NCI Thesaurus monthly. The the-

saurus is a reference terminology and biomedical ontology that is widely used by the NCI

and by other academic institutions. It covers concepts from the cancer domain, anatomy,
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agents, drugs, chemicals and gene products. The terminology contains approximately

34,000 concepts, structured into 20 taxonomic trees [nci08].

The Mouse adult gross anatomy (MA) has been developed as part of the Gene Expres-

sion Database Project at Jackson Labs. It is a dictionary that organizes the anatomical

structure for the postnatal mouse spatially and functionally using “is a” and “part of” rela-

tionships [Lab].

In 2006, the NCI and Jackson Labs participated in a project to map the human anatomy

branch of the NCI Thesaurus to the MA ontology. The goal of the project was to switch

the current mouse anatomy used by the NCI Thesaurus to the concepts stored in the MA

ontology. Concepts from the human anatomy branch of the NCI Thesaurus were mapped

to mouse anatomy concepts. Once the mapping was complete, the project members hoped

to add the MA terms to the NCI Thesaurus and the mapping would be converted into

relationships between the new terms and the existing terms.

The participants of the project originally explored using PROMPT to help carry out this

process. However, they were not able to use this system as PROMPT relies heavily on

computing lexical similarities between concept names, but both ontologies use unique ID

values for concept names. For example, the concept “abdomen” in the MA ontology has

the ID and concept name of “MA 0000029”. The actual English name of a concept is

stored in the rdfs:label attribute of a given concept. Due to this technical issue, the project

members carried out the mapping manually, creating a list of 1545 correspondences, which

they stored in an Excel spreadsheet. The spreadsheet consists of the MA ontology ID,

rdfs:label value, NCI Thesaurus ID, and rdfs:label value.

The NCI was interested in using COGZ to explore these existing correspondences and

possibly discover new ones. Several steps were required to make this possible as COGZ

relies on PROMPT’s algorithms, thus, the original problem the NCI experienced with using

PROMPT would also exist in COGZ. Also, the MA ontology is developed using the OBO

ontology format, but Protégé only reads OWL and Protégé frame ontologies. Finally, since

the manually created mapping is only available in spreadsheet format, to be used in COGZ,
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Figure 10.1. PROMPT configuration screen for MA to NCI Thesaurus mapping. (A) shows
the target ontology and (B) shows the existing mapping file.

it would need to be converted into a mapping format that PROMPT supports.

10.1.1 Preparing the files

The first step towards supporting the NCI with using COGZ was to convert the existing MA

ontology from OBO to OWL. As part of the NCBO project, a tool for converting between

OBO and OWL has been developed [Wik]. The OBO converter is available as a Protégé

plugin, and the conversion process is straightforward.

The next step was to convert the existing mapping into a PROMPT friendly format. To

do this, we developed a small Java application that loads both ontologies using the Protégé

API, reads the mapping from the Excel spreadsheet, and uses the PROMPT API to store the

correspondences. The application reads each correspondence from the spreadsheet, and
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Figure 10.2. COGZ showing the existing mapping between the MA ontology and NCI
Thesaurus. (A) shows that the list of completed correspondences are filtered on the term
“organ”, while (B) shows the visual representation of the mapping from “organ system”
to “Organ System”.

uses the ID values to find the corresponding concept within the loaded ontologies. These

concepts are then stored as “Class to Class” correspondences using the PROMPT mapping

plugin architecture.

The final pre-processing step was to configure both ontologies to use the concept’s

rdfs:label as the concept name within Protégé. This process is supported by Protégé and

described on the Protégé Wiki1.
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10.1.2 Loading the mapping

To explore the mapping using COGZ, the MA ontology is first opened in Protégé. The

PROMPT plugin is then used to configure the mapping parameters. Figure 10.1(A) shows

the target ontology, which is the NCI Thesaurus and Figure 10.1(B) shows the selection of

the existing mapping ontology. The mapping algorithm configuration parameters are turned

off as we do not want to generate candidate correspondences. Once the configuration is

complete, the “Click here to begin” button is selected. In a separate thread, PROMPT loads

the target ontology and mapping ontology and then the COGZ perspective. Figure 10.2

shows an example of what part of the mapping looks like.

10.1.3 Exploring the mapping

After the mapping has been loaded by PROMPT+COGZ, they can be explored interac-

tively through COGZ’s visualizations and filtering mechanisms. COGZ’s visual represen-

tation makes certain mapping relationships easier to distinguish in a large mapping such

as between the MA and NCI thesaurus. For example, Figure 10.3 shows that the Mouse

Anatomy term “limb” has been mapped to two NCI Thesaurus terms. Although the trees

are large, the information contained within them can be compressed through COGZ’s fish-

eye zooming feature.

The mapping also help to highlight the modeling differences between the two ontolo-

gies. For instance, the NCI term “Cavity” is mapped to both MA terms “body cavity”

and “body cavity/lining”. The three subclasses of MA term “body cavity” have correspon-

dences defined to subclasses of NCI term “Cavity”. However, several subclasses of NCI

term “Cavity” are mapped to MA terms outside of the MA “body cavity” hierarchy. Terms

“Orbit”, “Pelvis”, “Abdominal Cavity”, and “Nasal Cavity” are all mapped to MA terms

that exist at the root level of the MA ontology. Consider Figure 10.4, which shows the

highlighted correspondence between “nasal cavity” and “Nasal Cavity”. “Nasal Cavity” is
1http://protegewiki.stanford.edu/index.php/HidingIdentifiers

http://protegewiki.stanford.edu/index.php/HidingIdentifiers


10.1 Case study evaluation 122

Figure 10.3. COGZ showing two correspondences from the Mouse Anatomy term “limb”
to the NCI Thesaurus terms “Limb” and “Extremities”. The selected terms stand-out due
to COGZ’s fish-eye zoom feature.

a child of “Cavity”, which has correspondences in other locations of the MA ontology. The

user can easily switch to viewing these correspondences by selecting the “Cavity” term.

Without the support of the correspondence lines, tree representation of the class hierarchy,

and synchronization between the two, it would be difficult to browse correspondences that

exist far apart in one ontology but close within another.

10.1.4 Improvements to COGZ

Several improvements had to be made to COGZ in order to make it work efficiently with

the two anatomy ontologies. Several technical improvements were made to COGZ due to
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Figure 10.4. COGZ showing correspondence between “nasal cavity” and
“Nasal Cavity”. “Nasal Cavity” is a child of “Cavity”, which is mapped to two
concepts in completely different locations than the MA term “nasal cavity”.

the size of the anatomy ontologies and the number of correspondences. Originally, COGZ

did not scale well; the rendering of the mapping lines along with the ontology trees were

too slow to be usable.

There were several reasons for this. COGZ tracks correspondences in memory based

on the ontology conceptual structure. When rendering the mapping lines, COGZ converts

the conceptual structure into the tree-based structure that represents the source and target

ontologies. This conversion process is necessary as the tree structure is not static in COGZ.

The filtering that is supported manipulates and changes the tree structure, so the structure

and tree model may not match the conceptual model. However, it is an expensive operation
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to continually calculate the tree structure for every correspondence during rendering.

To avoid this, various caching mechanisms were put in place. Each time a tree path is

constructed for the first time it is stored in a cache. Each time the tree model changes, the

cache is cleared as the constructed tree paths are no longer valid.

Another expensive operation is constructing and tracking multiple inheritance in the

conceptual model. Since an ontology concept may have multiple paths to the root con-

cept, correspondences must be created to represent all possible paths. To avoid excessive

computation, when a mapping is loaded by COGZ, these object paths are calculated and

cached.

To avoid excessive line rendering, only mapping correspondence lines with at least

one concept currently visible are displayed. This avoids long lines from concepts that

are offscreen polluting the mapping interface. A similar approach is used by Microsoft’s

BizTalk schema mapping interface [RCC05b].

10.1.5 Moving forward

The NCI is interested in using COGZ to update their existing mapping. The thesaurus has

changed since the mapping was first created and since their original mapping process was

largely manual, it is difficult to keep up to date. COGZ provides several advantages to

exploring correspondences over a simple spreadsheet. For example, both ontologies and

correspondences can be searched interactively, the hierarchical structure of the terms is

visible, correspondences with multiple inheritance are displayed visually, and new corre-

spondences can be easily created. The NCI is hoping to use COGZ for their next mapping

update. We are working with them to incorporate feature suggestions such as being able

to verify multiple suggestions simultaneously and persist temporary correspondences. We

are also making improvements to PROMPT’s loading efficiency. Also, the NCBO used the

PROMPT version of the mapping that were constructed for this study in their BioPortal

application.
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10.2 User study

In this section we discuss a user study we conducted to help evaluate COGZ. This evalu-

ation is complementary to the previously discussed case study. The case study helped to

validate the tool from a technical point of view, and allowed us to experiment and make ad-

justments to our approach. The user study is focused on the cognitive support provided by

the tool. Measuring this effect directly is difficult. As discussed in Chapter 4, to measure

cognitive support we must attempt to assess the computational benefit that a tool provides.

In this study, we propose to measure this effect by evaluating how effective, efficient, and

satisfying the tool is for the user.

COGZ has been included as part of the default Protégé download since 2006. However,

no formal evaluation of the tool had been conducted. In agreement with Noy and Musen

[NM02], we believe that larger and more comprehensive user evaluation studies need to be

carried out in this area.

We limited the scope of the study to research questions that addressed the first four

information needs discussed in Chapter 8, Section 8.1. Our primary focus was on evalu-

ating the cognitive support COGZ provided through its visual mapping interface, its visual

neighborhood view, and its filtering mechanisms. Our research questions are as follows:

Q1: Does an arc-based visual representation of correspondences provide more cognitive

support than a list-based representation?

Q2: Does a visual graph-based representation of a concept’s local structure (e.g., parents,

siblings, children) provide more cognitive support than a form-based representation?

Q3: Do mapping/ontology filters help reduce task complexity and aid in the completion of

mapping tasks?

10.2.1 Hypothesis generation

Based on our research questions, we formulated several hypotheses that we wanted to eval-

uate. The study was designed to provide data on each of these hypotheses:
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H1: Using COGZ, users will be able to complete complex tasks with more accuracy and

faster than with PROMPT.

H2: Users will prefer COGZ and find it easier to use than PROMPT.

H3: Users will be able to understand a concept’s structure more accurately with COGZ

than with PROMPT.

H4: Users will determine that COGZ is more effective than PROMPT at supporting their

decision-making process.

H5: Users will perceive that the COGZ filters help reduce complexity.

10.2.2 Method

10.2.2.1 Participants

We recruited 18 participants (five female, 13 male) for the study, all with computer sci-

ence backgrounds (two undergraduates, 14 graduates, and two post-graduates). Participants

were recruited via mailing lists and postings within the University of Victoria Engineering

Computer Science building (see Appendix J). No specific knowledge of ontologies or on-

tology mapping was specified as a requirement. Ages ranged from early 20s to early 40s

and user experience with ontologies and mapping ranged from completely inexperienced

(nine participants) to expert (two participants). Participants considered to be inexperienced

or “novice” were those that did not know what an ontology was and had no experience with

mapping. Experts were those that worked with ontologies on a regular basis and had expe-

rience with mapping. Participants falling in between the two categories were considered to

have a medium level of expertise and were those that knew what an ontology was, but did

not work with ontologies on a regular basis.

10.2.2.2 Materials

For each tool, nine tasks (18 total) were assigned. These tasks consisted of five mapping

and four comprehension level tasks. These tasks were based on the type of activities ob-
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Table 10.1. Example of study tasks
1a. Complete the one-to-one mapping for concept Attacker from the source ontology if any exist.
2a. Complete the one-to-one mapping for concept CornerArea from the source ontology if any exist.
3a. Complete the one-to-one mapping for concept Applause from the source ontology if any exist.
4a. Complete all mappings in the branch OtherFootballPlayer of the source ontology. This includes
this concept along with any child concepts. Remove any invalid suggestions.
5a. Map concept FootballTimeDuration from the source ontology to Duration in the target ontology.
6a. Should the concepts Obstruction from the source ontology and the concept Do Obstruction from
the target ontology be mapped? Why or why not?
7a. The tool suggests that PlayOff from the source ontology and Player from the target ontology
should be mapped. Why does the tool make this suggestion?
8a. What children does concept FootballPlayer from the source ontology have? What parents does it
have? What other (non-mapping) relationships exist for this concept?
9a. How many concepts from the source and target ontologies were mapped during this session?

served and recorded in our previous studies. To construct the tasks, we first classified the

known mapping between the ontologies based on the categories of correspondences that

the PROMPT algorithm produces such as exact match, lexical similarity match, and syn-

onym match. We then randomly selected the concepts for our tasks from these categories.

We did this to reduce any bias for one tool but guarantee that we would have tasks from

each mapping category. For each task, there were two variations (an a and b version). We

limited our focus to correspondences due to equivalence or a mapping to a more general

concept.

The source and target ontologies used for the experiment were two OWL 2 ontologies

describing soccer 3. The source consisted of 439 concepts and 876 relationships. The target

consisted of 275 concepts with 437 relationships. The mapping algorithm suggested 239

candidate correspondences. Although these are modestly sized ontologies, they have a large

degree of multiple inheritance and both ontologies are further complicated by depending

on concepts from the upper ontologies DOLCE 4 and SUMO 5.

An example of the study tasks are shown in Table 10.1. The first three tasks test differ-
2http://www.w3.org/TR/owl-features/
3http://www.aifb.uni-karlsruhe.de/WBS/meh/foam/ontologies.htm
4http://www.loa-cnr.it/DOLCE.html
5http://www.ontologyportal.org/

http://www.w3.org/TR/owl-features/
http://www.aifb.uni-karlsruhe.de/WBS/meh/foam/ontologies.htm
http://www.loa-cnr.it/DOLCE.html
http://www.ontologyportal.org/
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ent variations of creating a simple correspondence. Concept Attacker has an exact match

in the target ontology and this is detected automatically. Concept CornerArea has a match

based on partial lexical similarity and is found automatically and also has an invalid sug-

gestion. Concept Applause does not have an automatic correspondence and the proper

correspondence is to a synonymous term.

10.2.2.3 Procedure

Figure 10.5. PROMPT’s form-based relationship view for the concept “Article”. The view
displays of the concept and “Asserted Conditions”, which specify the parent of the con-
cepts, direct domain-range constraints, and inherited constraints.

We conducted a controlled lab experiment where participants carried out tasks with

COGZ and PROMPT. PROMPT supports a list-based representation of correspondences and

form-based representations of relationships (see Figures 9.2 and 10.5), which matched well

with our research objectives. Since COGZ only replaces the user interface of PROMPT, both

systems used identical algorithms and back-end software.

Nine participants solved nine tasks using PROMPT first and then solved the remaining

nine tasks with COGZ. This order was reversed for the remaining nine participants. For

each question, participants were randomly assigned to either version a or version b, and

no participant solved the same problem twice. For example those that solved task 1a with



10.2 User study 129

PROMPT, solved task 1b with COGZ. This random selection helped mitigate learning effect

between tasks and tools.

The experiment followed the procedure described by the “Experimenter’s Handbook”

in Appendices L and M. Once the consent form was signed (see Appendix K), the first part

of the experiment began with participants receiving training with the first assigned tool.

They were instructed about ontologies, mapping, the tool’s user interface, and finally asked

to carry out several mapping tasks between two small domain related ontologies. After

training, the experiment ontologies were loaded.

Once the ontologies were loaded, the participant was given a set of nine randomly

selected tasks. The participants were instructed to “think aloud” [ES80] during the com-

pletion of the tasks. Once the tasks were completed, the participant was given the System

Usability Scale (SUS) questionnaire [Bro96] to complete (see Appendix N). SUS is a stan-

dardized usability test that covers usability aspects of the system, such as the ease of use,

the need for support, and complexity. This questionnaire was chosen because it is known

to yield reliable results with reasonably small numbers of users [TS04].

After completion of the questionnaire and a short break, the same procedure was fol-

lowed for the second tool (including training). The study concluded with a short interview

as described in the Section 10.2.2.4.

10.2.2.4 Data collection

All studies were audio and video recorded, and notes were taken during the sessions. Dur-

ing the task completion stage of the study, the time to complete a task and task accuracy

were recorded. We scored participants with an accuracy of 0 on a task that they failed, 1

if they successfully completed 50% or more of the task, and 2 if they completed the task

correctly. The mapping results were saved for each tool during each session for later inspec-

tion. The SUS scores were evaluated and recorded after each study. All interviews were

transcribed for later analysis. The questions asked during the interview were as follows:

1. Which tool did you prefer? Why?
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2. What did you dislike about either tool?

3. Which tool did you feel more confident that your produced correspondences were

correct?

4. Can you describe your process for how you verified a correspondence?

5. Which tool better supported this process? Why?

10.2.2.5 Analysis

We analyzed the quantitative data to test our hypotheses and, in turn, answer our research

questions. We compared means for task times and accuracies for each task, overall accu-

racy, overall SUS scores, as well as each SUS response via a paired, two-tailed t-Test. For

all tests we used α = 0.05. For comparing the means of individual task times, we used re-

sults only from the experiments where the participants were able to successfully complete

at least 50% of the task. Also, we eliminated outliers from the timing data that were more

than two standard deviations away from the mean.

We also analyzed the qualitative data to help reveal why one tool was preferred over

the other. For the interview data, we conducted a preliminary exploratory analysis [Cre03],

followed by a coding process that involved segmenting and labelling the text from the

interviews (see Appendix O). Coding was performed by two researchers to improve our

interpretation. From the coding, a number of themes emerged.

10.2.3 Results

We first present our quantitative results and verify our hypotheses. Our hypotheses help

address our research questions and directly compare COGZ to PROMPT. Following this,

we discuss results from our qualitative analysis, which helps explain why one tool was

preferred over the other.
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Table 10.2. Overall comparison results
Test Mean (COGZ) Mean (PROMPT) P -value
Overall Accuracy 1.69 1.58 0.01, t(17) = 13.04
Overall Time 18:27 mins 21:40 mins 0.04, t(17) = 5.04
SUS 73 46 < 0.001, t(17) = 98.95

10.2.3.1 Quantitative results

Our first research question asks whether a visual representation of correspondences pro-

vides more cognitive support than a list-based representation. To determine this, we test

our first two hypotheses: H1: using COGZ, users will be able to complete complex tasks

with more accuracy and faster than with PROMPT, and H2: users will prefer COGZ and

find it easier to use than PROMPT..

To test the first hypothesis we computed paired, two-tailed t-Tests, comparing individ-

ual task times and accuracies between COGZ and PROMPT. We first compared the overall

mean accuracy for all tasks. As shown in Table 10.2, COGZ had a mean of 1.69, while

PROMPT’s mean was 1.58 (t(17) = 13.04, P -value = 0.01). We eliminated the three tasks

where all participants performed perfectly in order to reduce the ceiling effect of everyone

scoring 2 on accuracy. In this test, COGZ had a mean value of 1.57 and PROMPT 1.37

(t(17) = 21.43, P -value < 0.001). Thus, users performed more of the tasks correctly with

COGZ than PROMPT.

We performed a similar set of calculations for comparing the overall task times, see

Table 10.2. COGZ’s mean to complete all tasks was 18 minutes and 27 seconds, while

PROMPT’s was 21 minutes and 40 seconds (t(17) = 5.04, P -value = 0.04).

Prior to the study, we considered tasks 4a and 4b (the branch mapping tasks) to be

two of the most complex tasks, as they involve constructing several correspondences via

suggestions and manual construction, and removing invalid suggestions. There was no

statistically significant difference for the time to complete 4b. However, this task involved

fewer steps than 4a. Thus, it may not have been complex enough to create a divergence

in task time performance. The only task with statistical significance when comparing task
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completion time was task 4a. In this task, on average COGZ users took 7 minutes and 39

seconds while PROMPT users took 11 minutes and 40 seconds (t(17) = 2.94, P -value =

0.020).

We performed similar calculations for comparing individual task performance accura-

cies. The results with statistical significance are summarized in Table 10.3. We see that

with tasks 4b, 8a, and 8b, on average, COGZ users perform over 50% of each task correctly,

while PROMPT users perform less than 50% correctly. It is also interesting that although

there was no calculable difference in task time performance for task 2b, there was a signif-

icant difference in how accurately that task was performed between the two tools.

To test our second hypothesis, we compared the average SUS scores between the tools.

Scores in SUS range from 0 to 100, a higher score being better. COGZ had an average score

of 73, while PROMPT scored 46 (t(17) = 98.95, P -value < 0.001) (Table 10.2). Also, all

of our users indicated in the interview session that they preferred COGZ over PROMPT.

Our second research question asks whether a graph-based representation of a concept’s

local structure provides more cognitive support than a form-based representation. To an-

swer this, we evaluated hypotheses: H3: users will be able to understand a concept’s

structure more accurately with COGZ than with PROMPT, and H4: users will determine

that COGZ is more effective than PROMPT at supporting their decision-making process.

Tasks 8a and 8b specifically asked participants to determine the structure of a particular

concept. As indicated in Table 10.3, participants were able to more accurately describe the

full structure of a particular concept using COGZ when compared to PROMPT. Our final

interview question helped us evaluate H4. Seventeen of our 18 participants indicated that

COGZ better supported their decision-making process.

The final research question asks whether filtering helps reduce task complexity. To

answer this, we tested hypothesis H5: users will perceive that the COGZ filters help reduce

complexity. This is a difficult hypothesis to test as we could not directly measure a user’s

perception and mental effort. However, we did observe that users relied heavily on the

filters while using COGZ. The primary filter used was COGZ’s search and filter feature on
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Table 10.3. Task accuracy comparison
Task Mean (COGZ) Mean (PROMPT) P -value
4b 1.57 0.91 0.020, t(17) = 3.00
8a 1.44 0.67 0.020, t(17) = 2.93
8b 1.56 0.67 0.020, t(17) = 2.88

the ontology trees and suggestion list along with the concept re-rooting feature. The search

filter was used by all participants and users primarily had positive reactions to this feature

(see Section 10.2.3.2). Two users made use of the candidate mapping filter, which filters a

given ontology to display only those concepts with candidate correspondences along with

their parent structure. This feature was not presented during the training session, however

these users discovered it by exploring the buttons in the COGZ toolbar. One user also used

the background mapping line filter to help reduce the complexity of the display, and again,

this feature was not presented during training.

10.2.3.2 Findings

In this section we explore why COGZ outperformed PROMPT. This exploratory analysis is

based on the results derived from our interview and “think aloud” data. From both of these

sources we discovered several themes. For each of these themes, we provide illustrative

quotes from the participants.

Local structure aids decision-making. All of our participants indicated that inspecting

the parent, sibling, and sometimes children of a concept were essential in helping them

decide whether a correspondence was valid or not. Of course, the name of the concepts

was also key, but matching parents or similar siblings reinforced their confidence about the

match even when the terms were unfamiliar. In the branch mapping tasks, several partici-

pants, despite limited domain expertise, were able to infer that the soccer terms “Defense”

and “Back” conceptually meant the same thing by relying solely on matching local struc-

ture. The neighborhood view also facilitates the inspection of this information. “In CogZ,
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. . . you could very easily see the neighbors of the source and the neighbors of the target and

if those were matching up then that would suggest that ok, this is much more likely to match

than some other ones.”

Visualization coincides with the user’s mental model. The arc-based mapping visual-

ization in COGZ helped support the user’s mental model for how they understand and in-

terpret a conceptual correspondence. Many of our participants indicated this as one of the

main reasons they preferred COGZ. For example, participants stated that, “COGZ points

out mappings.”, “When I imagine relationships, this is exactly what I see.”, and “It sort

of just allowed me to see if the mappings matched my mental model.” The match between

the visualization and the user’s mental model is key to reducing the overload involved with

actually evaluating and understanding what is produced by the algorithm.

The visualization utilizes the principle of perceptual substitution. By visualizing a po-

tential correspondence as a direct, but temporary link, users are able to rely on their fast

perceptual operations for immediately observing and understanding the structure and se-

mantics of that match. However, with a purely list-based approach, users need to actually

find and read a suggestion, then exert mental effort to understand how those concepts and

their local neighborhoods align. As one user put it, “To have no support for something that

is a visual process like tree comparison makes it really difficult.”

Filtering supports the mapping process. As mentioned previously, COGZ’s search based

filtering and concept re-rooting were relied on heavily by the participants. Generally, when

participants knew the term they wished to map in the source ontology, they would search

the source, which in COGZ would limit the visible suggestions to that term’s local neigh-

borhood. All possible candidate correspondences were visible for inspection. One of the

participants commented, “With filters I can quickly see what parents it has and then to be

able to see all the candidate correspondences for that region quickly was key because then

I could easily see that some were right and some were wrong and start cleaning up that
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sub-display.”

This feature is an example of the cognitive support principle ends-mean reification.

That is, filtering and displaying just the focused concept’s candidate correspondences gives

the user a concrete means to progress towards their goal of mapping the given concept.

They know they must work through each link and verify its validity. The solution will be a

concrete link connecting a source and target concept or all links will be removed because

the concept has no valid correspondence.

Conversely, in PROMPT this process was not well supported. Searching an ontology

was not linked with evaluating candidate correspondences. There was no direct correlation

between the tree’s display of a concept and the suggested correspondences available for that

concept. Participants would first search the source and then have to scan the list of sugges-

tions looking for ones involving their term of interest. As a result, many of the PROMPT

users actually ignored suggestions: “I found I didn’t use the suggestions in Prompt.”, and

“I found I wasn’t really using the suggested relationships in Prompt because they were

hard to use.”

Arc-based display aids discovery of correspondences. The visual mapping display in

COGZ enabled users to discover new correspondences. For example, if a term needed to

be mapped but did not have any suggestions, participants would often look at suggestions

for other terms in the local neighborhood. Valid suggestions in the local neighborhood

of a term gave the participants a hint about where to focus their effort for discovering a

new correspondence. Several participants explicitly commented about this during the in-

terview: “The fact that the mappings of an entire hierarchy were visible say when you were

looking at a child you could see its sibling recommended mappings and also see its parent

mappings.”, and “With CogZ I could just see the mappings and it helped me navigate by

highlighting similar regions of the ontology.” This clustering effect also reinforced the par-

ticipants’ confidence about the matches they were evaluating because if many sibling terms

have matches in the same area of the target ontology, the candidate match being evaluated
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is more likely to be valid. Thirteen of the 18 participants (two undecided) indicated they

were more confident about the matches they produced while using COGZ.

Visualization reinforces understanding of an ontology. The neighborhood view and

mapping visualization helped reinforce user understanding of the source and target ontolo-

gies. The neighborhood view provided a quick way to visually inspect and compare the

complete local structure of a term. One participant noted that, “Only through the visual-

ization could I see other relationships. I didn’t know how to do that with Prompt.” As the

discussion of hypothesis H3 indicated, users performed better on the conceptual task of

actually understanding and describing the semantics of a given concept.

This visualization is an example of the cognitive support principles of redistribution

and perceptual substitution. Without the neighborhood view, the user needs to reconstruct

in their “head” a comparison between the contexts (e.g., parent, siblings, children, and

properties) of the concepts of interest. In COGZ, this effort is redistributed to the tool

where the visualization provides this information in a side by side comparison. The user

can then rely on their fast visual processing to compare the two concepts.

Filtering and visualization facilitates focusing on complex issues. Due to better sup-

port in COGZ for verifying candidate correspondences as well as carrying out user-defined

correspondences, users were able to spend more of their time addressing complex mapping

issues, such as one-to-many relationships, correspondences from specific to more general

concepts, and matches based on synonyms rather than lexical similarity. Reducing the

effort involved with carrying out simple operations is important as a large majority of cor-

respondences are simple one-to-one exact or similar name matches. It is the difficult corre-

spondences, requiring domain expertise and possibly multi-person discussion, that requires

human involvement.

Every tool implicitly encodes a process and it is important that the supported process

matches the user’s work process. Participants were frustrated by the mismatch between
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their own process and the way PROMPT supported mapping. For example, “I think what

it boils down to is when I was using Prompt I started getting pretty frustrated because it

wasn’t really helping me at all, it was almost being somewhat cumbersome, whereas CogZ

let me do things quickly and easily.”, and “I found I was never quite sure where to do

mappings in Prompt. Do I have to find it in the suggestion list or do I have to do it myself?

It was just a bit more confusing.”

10.2.4 Limitations

Due to our sample size and the relatively small number of subjects able to complete the

more challenging tasks, we were not able to compute statistically meaningful timing com-

parisons for all tasks. For simpler tasks, there was little difference between the tools, how-

ever, a larger sampling may reveal trends not yet detected. Also, it may have been beneficial

to analyze the difference in performance across populations, such as expert versus novice

users. However, experts are difficult to recruit for such a study and thus only a small num-

ber were available. Our tasks may have also been biased towards participants performing

better using COGZ. We tried to address this by first randomly selecting the concepts for our

tasks from a list of candidate concepts. We also randomized which tasks were assigned to

users and tools, and based the tasks on real mapping scenarios.

Another possible limitation was that participants may have been able to infer that COGZ

was the “preferred tool” since it had more features. We attempted to mitigate this by ran-

domizing the order the tools were used and by having the SUS questionnaires answered

immediately after each tool was used. Finally, we believe our experimental design could

be improved by incorporating more complex mapping tasks that test specific types of map-

ping scenarios, such as one-to-many correspondences and granularity differences. In the

future, we plan to carry out more studies to address these issues.
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10.3 Adoption

In this section we briefly discuss some of the adoption of COGZ and the mapping frame-

work. We discuss adoption in order to help provide context for how different researchers

have found this work useful.

Both the COGZ tool and framework have been adopted by a number of researchers

and non-academics working in industry. It is difficult to know the exact number of COGZ

users. The tool is available with every Protégé download, but a download of Protégé does

not necessarily imply the user will be using COGZ. However, on the COGZ website6 alone,

there has been an average of approximately 10-20 downloads per month over the last year.

The PROMPT plugin framework that was originally developed as part of this work to

support extensions to PROMPT has also been adopted by a number of researchers. There

exists four different algorithm plugins that come with PROMPT’s default installation and a

number of other researchers have enquired about using the framework.

COGZ is one of the systems studied in the “Semi-Automatic Information and Knowl-

edge Systems” course taught at the Vienna University of Technology. Students must write

six to eight page papers that include describing how it works and what are the benefits of

the system. Also, the first paper that introduced COGZ (see [FNS06]) is one of two research

papers the students may also study.

Both Gennari et al. [GNCC08] and Gil et al. [GBRC08] have used COGZ’s neighbor-

hood view for visual validation of correspondences. Recently, Meilicke et al. [MST08]

helped motivate their work on reasoning support for manual mapping revisions by dis-

cussing the conflict resolution and inconsistency checking requirement highlighted by our

framework.

In industry, the design principles introduced in Chapter 8, have been adopted by Pragati

Synergetic Research Inc.7. I was hired by Pragati to use the design principles to redesign

their user interface in their data mapping and analysis tool Expozé. Also, within industry,
6http://webhome.cs.uvic.ca/˜seanf/cogz/cogz.html
7http://www.pragati-inc.com/

http://webhome.cs.uvic.ca/~seanf/cogz/cogz.html
http://www.pragati-inc.com/
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the Lilly Singapore Centre for Drug Discovery has been evaluating COGZ for possible use.

As mentioned previously, the NCI is interested in using COGZ to update their existing

mapping. Also, NCBO, which in part has funded this project, is interested in incorporating

a web-based version into their tool BioPortal (see Chapter 11).

10.4 Summary

In this chapter we evaluated different aspects of the COGZ tool and framework. We first

evaluated the scalability of the approach by demonstrating how to visually explore a map-

ping between two large anatomy ontologies. As a result, both the NCI and NCBO are

interested in adopting parts of COGZ to help them perform future mappings. We also

presented the design and results from a controlled lab experiment. We believe the design

of this study can be used as a template for other researchers interested in evaluating the

user support their tool provides for ontology mapping. Moreover, the alternative perspec-

tive feature we introduced into PROMPT gives researchers a unique opportunity to use an

identical back-end process during the experiment so that the focus is on the user interface.

We also presented implications and findings of our experiment that help to explain why

users preferred COGZ and were able to more competently complete the study tasks. These

findings demonstrate the importance of incorporating elements of cognitive support into the

mapping process to assist users with constructing an ontology mapping. We must harness

the symbiotic relationship between human processes and the tool’s automated process to

allow users to work more efficiently and effectively.

Finally, we discussed some of the adoption that has taken place since COGZ was first

introduced. In the next chapter, we discuss extending COGZ, specifically adapting the

system to perform data transformations and also visualize mappings on the web.
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Chapter 11

Extending COGZ

In this chapter, we discuss extensions to COGZ. We first discuss how we are adapting the

COGZ visualization to the web for integration into the NCBO’s BioPortal application. Fol-

lowing this, we discuss how we adapted the COGZ tool to perform model mapping and

data translation between software models. We use this technique to develop visualiza-

tions for ontology instance data. Part of this work was originally presented in an earlier

paper [FBGS09].

11.1 Web-based mapping visualization

In this project, we are adapting the COGZ approach for exploring and navigating correspon-

dences to the web. Eventually, this web-based version will be integrated into BioPortal to

assist users with exploring an existing mapping between two ontologies. Currently, Bio-

Portal only displays mappings as a list with links to the relevant concepts.

The web-based COGZ is being developed using Adobe Flex1, which provides a pow-

erful platform for developing web-based applications. We have had previous success with

developing graph-based visualizations for BioPortal using this technology. Communica-

tion with BioPortal occurs through web services, where the services provide access to the

ontologies, concepts, and mappings stored in the repository.

All communication happens asynchronously and on-demand based on the user’s inter-
1http://www.adobe.com/products/flex/

http://www.adobe.com/products/flex/
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Figure 11.1. Flex-based version of COGZ. (A) shows the source ontology, (B) the target
ontology and (C) the list of correspondences in BioPortal. (D) shows a selected mapping
line.

actions. For example, expanding a concept in the source ontology results in a service call

to BioPortal to retrieve that concept’s immediate children. Once these are returned, the

information is parsed and displayed in the source tree. This AJAX2 approach allows the

web-based COGZ to scale to very large ontologies as only parts of the entire ontology and

correspondences are in memory and are based on the user’s immediate requirements.

The current user interface is very similar to the Java-based COGZ interface (see Fig-

ure 11.1). Mappings are represented as arcs from source to target concepts. A list of all

correspondences in the system are displayed at the bottom of the screen and are searchable.

Also, a neighborhood view is available for structurally comparing concepts. This view inte-
2http://en.wikipedia.org/wiki/Ajax_(programming)

http://en.wikipedia.org/wiki/Ajax_(programming)
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grates the graph-based visualizations that we previously developed for BioPortal. Like the

desktop version of COGZ, selecting correspondences from the list are synchronized with

the visualization and vice versa.

This system is still at a very early stage, but in the future, we would like to support

mapping construction as well. The asynchronous nature of the application gives us a lot of

potential to investigate exploration of very large ontologies like SNOMED CT.

11.2 Creating visualizations through ontology mapping

In our collaborations with the NCBO, we have been developing an information visualiza-

tion toolkit. The goal of the visualization toolkit is to provide a general means of rapidly de-

veloping and deploying ontology-specific instance data visualizations to BioPortal. These

visualizations are meant to assist scientists with exploring and understanding their data.

In previous work, Bull [Bul08] developed a model-based approach to generating vi-

sualizations called Model Driven Visualization (MDV). In this work, he represented vi-

sualizations (e.g., node-link diagrams, charts) with abstract software models using the

Eclipse Modeling Framework (EMF) [BSM+03]. To use these visualizations, a software

data model was “mapped” or transformed to the visual model, and then the corresponding

visualization could be generated by executing the transformation.

We recognized that a similar approach could be used for generating visualizations of

ontological instance data where the visualizations are constructed by mapping ontology

concepts to view model concepts. In this work, we are exploring this idea by demonstrat-

ing how to leverage existing software modeling tools along with ontology mappings tools

to generate highly customized visualizations. Before discussing the extensions made to

COGZ to support this, we first must introduce relevant background from software model-

ing.
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11.2.1 Model background

Model Driven Engineering (MDE) is an approach to software development by which soft-

ware is specified, designed, implemented and deployed through a series of models and

model transformations [Sel03, Sel06]. Software models, while designed and developed to

assist engineers with the process of building quality software, share a number of common-

alities with ontologies. Software models typically consist of classification hierarchies. For

each concept in the hierarchy, its name, properties and relationship to other concepts can

be specified. Software engineers use these models to help understand the domain, test hy-

potheses, build prototypes and even generate working systems. Toolkits have even emerged

that allow knowledge and software engineers to convert their data between ontology and

software model representations. We believe by integrating the concepts from both disci-

plines, we can leverage strengths of each discipline and enable the rapid specification and

generation of customized visualizations of ontology instance data.

To build software using MDE, engineers first capture both domain concepts and their

relationships as Platform Independent Models (PIMs). These models are transformed to

one or more Platform Specific Models (PSMs), which can be executed. By developing

software in this manner, the same PIM can be used on a number of different platforms.

To support this software development methodology, a number of software modeling lan-

guages have emerged. Examples of such languages include the Unified Modeling Language

(UML) [OMG07b] and the Eclipse Modeling Framework (EMF). In addition to software

modeling languages, transformation languages have also been designed to facilitate the

transformation from one model to another, or from PIM to PSM. In the software engineer-

ing world, the Atlas Transformation Language (ATL) [JK06] and Query View Transforma-

tion (QVT) [OMG07a] are widely used.

Bull investigated how information visualizations can be specified as a series of platform

specific models [Bul08]. Using these models, he has successfully transformed complex

software models to these visualization models, facilitating the rapid construction of highly

customized visualizations. Because of the overlap between software modeling and ontol-
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Figure 11.2. COGZ instance data mediation architecture.

ogy development, we are investigating if modeling technologies, and in particular Model

Driven Visualization, can be applied to the process of customizing ontology visualizations.

11.2.2 Tool extensions

The extended COGZ architecture for ontology instance data mediation is shown in Fig-

ure 11.2. We use the existing EMF visualization models introduced by Bull [Bul08]. To

make these usable within COGZ, we integrated the Eclipse Ontology Definition Metamodel

(EODM) 3 project, which supports automatic conversion between EMF and OWL models.

To support data integration between the source and target models, we developed an ATL

rule writing library that converts the specified source to target correspondences that are

stored in the mapping ontology by PROMPT into transformation rules that describe how to
3http://www.eclipse.org/modeling/mdt/?project=eodm#eodm

http://www.eclipse.org/modeling/mdt/?project=eodm#eodm
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convert data between the two models. Since ATL only works with software models, we au-

tomatically convert the source and target OWL models into EMF and use the EMF versions

for data transformation. The file conversions and generating process happen automatically

and are hidden from the user.

The ATL rule writer library supports three types of correspondences: concept to con-

cept, data type property to data type property, and reference property to reference property

correspondences. We extended COGZ to support a property value editor for concept to

concept correspondences. This allows the user to assign values to a target concept’s prop-

erty for a specific correspondence. This is necessary for manipulation of core visual ele-

ments. For example, assume we map a concept User from a source ontology to the concept

GraphNode in a target visualization ontology. The GraphNode concept represents the node

in a node-link graph visualization and we want all users in our ontology to be represented

by a node. The GraphNode may have properties such as color, size, shape, etc. It is impor-

tant that the end-user be able to customize the visualization to their needs, such as making

the nodes in the graph that represent a user to be colored “red”. The property editor allows

the end-user to assign this value to the property and this will automatically be associated

with the corresponding mapping rule, see Listing 11.1.

r u l e mappingRule {

from

IN : s h r i m p b i b ! User

to

OUT : d i s t i n c t n o d e l i n k ! GraphNode

nodeLabe l <− IN . nickname ,

c o l o r <− ‘ red ’

}

Listing 11.1. Example of User to GraphNode mapping rule

Finally, we enhanced COGZ to allow the end-user to execute their transformation rules

and generate the result as a visualization. By executing this, the instance data stored and

associated with the source OWL model is converted into target model elements via the

specified ATL rules. The Model Driven Visualization rendering engine is then used to dis-
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Figure 11.3. A simplified representation of the domain ontology.

play the visualization. The MDV rendering engine is capable of rendering any visualization

conforming to one of the pre-defined models. Models exist for node-link diagrams, charts,

maps and treemaps, among others. In the next section, we discuss a specific example

demonstrating how this process works.

11.2.3 Case Study

To demonstrate the feasibility of this approach, we chose to regenerate an ontology instance

data visualization discussed in Allen [All03] and Bull [Bul08]. Allen developed her own

ontology that described researchers, research areas, research documents, and the relation-

ships between these concepts (Figure 11.3). She programmed a specific visualization to

generate a graph displaying researchers and the documents they have read. Bull demon-

strated how to generate the same view using MDV. He converted Allen’s ontology into an

EMF model and then manually constructed ATL rules to transform the source model into

his view model. In this case study, we demonstrate how to generate a similar visualiza-

tion by simply dragging and dropping correspondences in COGZ between Allen’s source

ontology and Bull’s visualization model.

The desired visualization is a graph-based view that connects researchers to their area

of expertise based on the papers they have read. In the model, there is no direct association

between a User and an Area (this information can only be derived by looking at the papers
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Figure 11.4. Mappings from domain ontology to visualization ontology. (A) shows the
source domain ontology, (B) shows the target view ontology, (C) shows the property editor
for a mapping, and (D) shows the visual representation of correspondences. Thick arcs
represent concept to concept correspondences and thin arcs represent property correspon-
dences.

each researcher has read). In the following, we demonstrate how a mapping can be used to

describe the desired visualization.

To begin, we load the COGZ tool and specify Allen’s model as our source ontology and

Bull’s node-link model as our target. We know that we want to represent both users and

areas as nodes and link the data elements based on representing documents as edges. To do

this, we drag mapping lines from the source concept User to the target concept GraphNode,

Area to GraphNode, and finally Document to GraphEdge. We also assign several data type

property correspondences to configure the labels for the GraphNode correspondences. We

map the User property nickname to GraphNode’s nodeLabel property and Area’s name
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Figure 11.5. Visualization generated by mapping rules. Researchers are connected to
their areas of expertise based on documents they have read from those areas.

property to nodeLabel. An ATL rule is automatically created for each concept to concept

correspondence, similar to Listing 11.1. The rule describes which source class is being

mapped to a target class and which properties should be mapped between the two concepts.

Each of these correspondences are simple one-to-one mapping correspondencess and the

rule generation is straight-forward.

The final correspondences necessary to construct the view are the reference mappings

from a Document’s reference to the areas it is contained in and the reference to the user’s

that have read that particular document. We map the area reference property to the GraphEdge’s

destination property, while the readyBy property is mapped to the GraphEdge’s source

property. The complete mapping as represented by COGZ is displayed in Figure 11.4.

The reference property mappings have different cardinalities as both the area and readBy

properties can have multiple values while the destination and source represent a single in-

stance. This change in cardinality is automatically detected by our ATL rule writing engine

and resolved by computing a cross-product between the users mapped to source and areas

mapped to destination. An example of the rule generated for the Document to GraphEdge
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mapping is shown in Listing 11.2.

The mappings necessary to generate the view are now specified and the transformation

rules can be executed. The resulting visualization is shown in Figure 11.5.

r u l e mappingRule {

from

IN : s h r i m p b i b ! Document

to

OUT : d i s t i n c t n o d e l i n k ! GraphEdge

f o r e a c h ( e i n IN . c o m p u t e C r o s s P r o d u c t ( ) ) (

edgeLabe l <− IN . t i t l e ,

d e s t <− e . domain ,

s r c <− e . r a n g e

)

}

Listing 11.2. Document to GraphEdge mapping rule

11.2.4 Discussion

We extended the COGZ ontology mapping tool to support the generation and customization

of ontology instance data visualizations. These extensions involved combining techniques

from both software modeling and ontology modeling. We extended work from Model

Driven Visualization by incorporating existing EMF visualization models as our target

OWL view models. We integrated COGZ with the MDV toolkit for executing ATL rules

and generating visualizations. We demonstrated the feasibility of this approach through a

case study where we recreated a previously developed ontology instance data visualization

simply by specifying correspondences from a source to target ontology.

We believe this approach is very promising for the specification and generation of vi-

sualizations. This approach gives us the generality we require for the visualization toolkit

we are developing for BioPortal. Potentially, correspondences that specify a visualization

could be shared in BioPortal and end-users could modify the mappings and property values

to create their own custom visualizations.
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Furthermore, these extensions help to “inform” our cognitive support framework for use

in a specific application of mapping. Specifically, the case study and process of extending

the tool has helped us evaluate the flexibility of our approach outside of the application of

mapping that we originally designed the tool for. In the future, there is still a lot of work

that could be done. The problem of supporting the process of defining transformation rules

for mapping is a topic that deserves an entire thesis in itself. We believe our experimental

approach, framework, and tool could be useful with this research.

11.3 Summary

In this chapter, we briefly introduced some of the extensions to COGZ that have followed

from the design elements introduced by our framework. We believe the web-based COGZ

project has potential outside of BioPortal with assisting users with exploring large ontolo-

gies and mappings online. The custom tools developed by the mapping team discussed in

Chapter 7 were web-based, but they have to explore the mappings off-line in spreadsheets.

The Flex version of COGZ could potentially be adapted to integrate with their tools to

help them explore and validate the mappings they generate. The generation of visualiza-

tions through mappings project that was discussed helped demonstrate the flexibility of the

COGZ tool to different applications of mapping. Moreover, besides showing an exciting

way to construct and develop new visualizations for ontologies, this approach could also

potentially be used to support users with performing general software model mapping.
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Chapter 12

Conclusions

In this chapter we first present a number of future directions for this research. We discuss

improvements to the evaluation, expand on collaborative aspects of mapping, and improve-

ments to our behaviorial studies. We also look at applying this research beyond ontology

mapping and into other domains of mapping. Following this we present and summarize

the contributions of this thesis. We believe that one of our primary contributions is helping

to establish and draw attention to the problem of incorporating a user into the mapping

process.

12.1 Future work

While we have performed a number of experiments investigating the user’s role in the

ontology mapping process, there is still a lot work that needs to be done in this area. There

is also much more that can be developed in terms of tool support. Below we describe a

number of directions we believe this work could follow.

12.1.1 Tool evaluation

We believe the tool evaluation experiment discussed in Chapter 10 is a big step forward

for this domain in terms of user support evaluation. However, there were limitations to

our experiment that could be removed with future studies. For example, our study only

included two expert users. In the future, it would be interesting to carry out a case study
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series with real ontology mapping users where they use COGZ for a longer duration of

time. This would hopefully uncover other types of mapping issues, such as constructing

a mapping over multiple sessions and team coordination. It may also be interesting to

continue the original study with more users, which would make it easier to apply other

types of quantitative analysis approaches, such as uncovering specific differences on certain

tasks between the tools and comparing across user populations.

12.1.2 Team mapping

Both our survey and interview study demonstrate a need for team-based ontology mapping

tools. This would be an interesting direction to explore in the future, perhaps building

on some of the existing work in social computing. Like software development, ontology

mapping is largely a team-based process. Future research needs to explore how collabora-

tive correspondences can be constructed and what elements of team awareness need to be

supported.

12.1.3 Behavioral studies

There are many interesting directions that the studies discussed in Chapter 3 on human in-

ference could go in the future. For example, it could be useful to analyze the divergence be-

tween automated mapping procedures and human mapping to try to understand the funda-

mental differences between how machines and humans compare information. This analysis

potentially would yield insights into human inference and judgement along with potential

ideas for improving existing mapping algorithms.

12.1.4 Beyond ontology mapping

In Chapter 11, we discussed extensions that we made to COGZ to support software model

mapping. This extension builds on previous work from software modeling. We believe the

transformation approach could potentially be used for general model mapping. However,
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this is really only a starting point for supporting model mapping. In the future, it would be

interesting to explore how to develop mapping algorithms specific for data integration.

PROMPT’s default algorithm does not perform well for this type of mapping scenario.

PROMPT relies primarily on lexical similarities between the models. However, with this

particular application, it is unlikely that the source model will have concept names lexico-

graphically similar to the view model. We believe a more appropriate algorithm would put

a higher priority on data type comparison once some concept to concept correspondences

are manually generated.

Bernstein et al. [BMC06] propose a similar incremental approach for schema matching.

To help reduce the complexity of validating a large number of potential correspondences

from an entire schema, the user directs the mapping process by computing correspondences

one term at a time. The algorithm uses this information to infer other suggestions. Although

PROMPT follows a similar incremental approach, it is not completely directed by the user.

It would be interesting to explore how COGZ’s filtering and visualization support could be

combined with this purely incremental approach.

It would also be interesting to investigate the database mapping community. Although

this thesis was focused on a specific type of ontology mapping, we believe there is overlap

between these two fields. For example, similar to ontologies, database schemas can be

represented as graphs where the edges are relationships between tables and table fields and

the nodes are the entities of the schema. Typically, database schemas have less structure

than ontologies. However, there are relationships between tables represented explicitly via

foreign key constraints or implicitly through the data.

Database schemas also often have instance data associated with them. This data can be

a huge help with automatically generating correspondences as the data can be analyzed and

compared to help provide more information about the validity of a candidate correspon-

dence. From a use perspective, the data is also a powerful tool to help validate a potential

correspondence. If by inspection the data is highly similar, then this is a strong indicator

that the terms should be mapped.
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Like ontology mapping, schemas can be large and difficult to understand and differ-

ent databases storing similar information may have been designed with different levels of

granularity. As a result, many of the design principles for ontology mapping tools that we

introduced may also be applicable in the database mapping community.

12.2 Contributions

Several contributions have emerged from the work presented in this thesis. These contri-

butions are discussed below and divided into two categories: scientific and engineering

contributions.

12.2.1 Scientific contributions

12.2.1.1 Exploratory studies

To our knowledge, there have been no user studies carried out that analyze how users

make decisions with mapping tools, what their processes are, and how they work in teams.

The studies discussed in this thesis are a starting point for other researchers interested in

conducting similar research. Moreover, the human factors outlined in Chapter 3 can help

guide other studies in this community.

12.2.1.2 Drawing attention to the human in the loop

The results and publications from the studies discussed in this thesis help draw attention to

the important role that the user performs during the ontology mapping process. We propose

that aiding and supporting the user with their decisions is key to improving the quality and

adoption of mappings. Drawing attention to this important issue is our primary contribution

to the mapping community.
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12.2.1.3 Cognitive support framework

The cognitive support framework helps to summarize the results from the various ex-

ploratory and behavioral studies. It can be used to relate separate research communities:

cognitive psychology, human computer interaction, information visualization, and the se-

mantic web. The framework provides a universal description of the concepts involved in

the process of ontology mapping and a set of design principles for developing mapping

tools. Other researchers can use this framework to help guide the design of their own tools.

12.2.2 Engineering contributions

12.2.2.1 Plugin framework

The plugin framework we developed for PROMPT benefits the ontology mapping com-

munity as it provides a way for researchers and developers to target specific parts of the

mapping process, but still have the full support of a comprehensive mapping tool. Also,

the alternative perspectives supported by the framework aids researchers with comparing

different user interfaces for mapping while keeping the back-end systems identical.

12.2.2.2 COGZ tool

COGZ is an implementation of the design principles introduced by the cognitive support

framework. As mentioned in Chapter 10, the tool has been adopted by a number of re-

searchers, for example both Gennari et al. [GNCC08] and Gil et al. [GBRC08] have used

COGZ’s neighborhood view for visual validation of correspondences. Although similar

line-based mapping interfaces exist, our work has shown that it can be difficult to get the

design right. Previous work by Robertson et al. [RCC05b] discuss the difficulty with de-

veloping this type of display. One key improvement in our approach is the synchronization

of the line drawings with user operated filters. Without this feature the user interface does

not scale and quickly overloads the user.
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12.2.2.3 Tool evaluation

The controlled study discussed in Chapter 10 is the first study in this domain that attempts

to evaluate mapping tools in terms of the cognitive support provided by the tool. The

findings from the study contribute to a theory of required tool support. Previous studies

that have explored the human aspects of data alignment are not only sparse, but also only

measure effectiveness without an explanation of the results. This is not surprising as no

theory on how users define a mapping existed at that time. Our study is a step in forming

a theory on the kind of cognitive support user centric mapping requires. This study also

contributed to the field of Human Computer Interaction (HCI), as there are few works in

this area that map theoretical concepts from HCI to real artefacts.

12.3 Summary

The semantic web brings structure and formal semantics to web data. The vision is to

create a globally linked database of information, where data can be shared between web

pages and local data stores [Pal01]. A prerequisite for information sharing is the mapping of

independent data representations. This procedure is usually carried out offline and relies on

the knowledge of domain experts. Throughout this thesis, we have advocated for cognitive

support in ontology mapping tools. Existing research points to a tendency to think of the

underlying ontology mapping algorithm as mostly independent from the user. We strongly

believe that by embracing a unified view of human and machine, cognitive aids introduced

to the mapping process will enhance the quality of mappings.

In the ontology research community, there have been limited usability experiments and

user-based evaluations. Also, within the human computer interaction community, the gen-

eral problem of structured terminology integration has been largely ignored despite its im-

portance for data management. We need to understand how interfaces for mapping can be

improved and how to evaluate these approaches.

We have attempted to address these issues by carrying out and examining a number
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of exploratory and behavioral user studies that investigated how human inference influ-

ences our judgements about mapping correspondences, how users interact with mapping

tools, what problems arise, which tools are widely used, what process is followed during

mapping, and how teams carry out a mapping. We used the results from these various ex-

periments to propose a cognitive support framework that described the information needs

of ontology mapping users, the process they follow, and proposed a number of design re-

quirements for mapping tools.

Based on these requirements we iteratively developed a tool called COGZ. The tool

combines visualization techniques with a variety of filtering mechanisms to help support

users explore and validate a mapping. We evaluated the tool by first demonstrating the fea-

sibility of the approach through a case study where we used an existing anatomy mapping

between two large widely used ontologies. Following this, we carried out a controlled lab

experiment comparing the COGZ perspective to the PROMPT perspective on a number of

tasks. We explored why COGZ was preferred and why users performed better with it in

terms of the cognitive support provided by the tool. We believe the design of this study

can be used as a template for other researchers interested in evaluating the user support

their tool provides for ontology mapping. Moreover, the new alternative perspective fea-

ture we introduced into PROMPT gives researchers a unique opportunity to use an identical

back-end process during the experiment so that the focus is on the user interface. Finally,

we discussed the adoption of the tool and framework that has taken place throughout this

research.

The overall theme is that tools encode a workflow process and that this process must

align with the user’s own internal process. By aligning these processes, we will be able to

assist rather than hinder the user. We must incorporate a “human in the loop”, where the

human is an essential component in the mapping process. Helping to establish and harness

this symbiotic relationship between human processes and the tool’s automated process will

allow people to work more efficiently and effectively, and afford them the time to concen-

trate on difficult tasks that are not easily automated.
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Appendix A

Observational study: recruitment letter

***FREE PIZZA***
Participate in cutting-edge research at UVic!

Participate in a 1-1.5 hour study and interview where you work with a partner exploring

two different software tools. No prior experience with the tools required. We are interested

in how you learn and make decisions using the tools.

You will receive free pizza during the interview to thank you for your time.

To participate you need to:

1. Be experienced with computers and different software systems.

2. Be fluent in English.

3. Contact Sean Falconer by December 6th, 2006.

Location: The study will take place in the new Computer Science usability lab. Contact:

Sean Falconer at seanf@uvic.ca or (250) 472-5778.
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Appendix B

Observational study: obtaining

informed consent

You are being invited to participate in a study entitled CogZ: Cognitive Support and Visu-

alization for Human-Guided Mapping Systems that is being conducted by Sean Falconer.

Sean Falconer is a PhD Student in the department of Computer Science at the University

of Victoria and you may contact him if you have further questions by telephone 250-472-

5778 or email at seanf@uvic.ca.

As a graduate student, I am required to conduct research as part of the requirements

for a degree in Doctorate of Philosphy. It is being conducted under the supervision of Dr.

Margaret-Anne Storey. You may contact my supervisor at 250-472-5713 or by e-mail at

mstorey@uvic.ca.

The purpose of this research project is to understand how users think and interact with

mapping tools. Your responses will only be used for the purpose of this study.

Research of this type is important because mapping tools are widely used in both

academia and industry. They require human interaction, however, little research has been

conducted on helping the user interact and understand these systems. Understanding how

to reduce the complexity of these tools is very important to reducing the cognitive load that

users experience while working with these tools.

You are being asked to participate in this study because you have a significant amount

of computer experience and you are proficient in the English language.
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If you agree to voluntarily participate in this research, your participation will take ap-

proximately 90 minutes to complete. Participation involves filling out a short questionnaire

related to your computer experience, working in a small group performing ontology/vocab-

ulary alignments, and finally participating in a post-experiment interview where you will

be encouraged to share your opinion and experience. These sessions will be recorded by

video and audio. .

Participation in this study may cause some inconvenience to you since you must give

up 90 minutes of your time to participate.

1.There are no known or anticipated risks to you by participating in this research.

The potential benefits of your participation in this research include benefiting society

and the state of knowledge. This is the first research conducted to understand the cognitive

processes involved while performing mappings between two ontologies. We feel that the

requirements that will be developed as a result of this experiment will ultimately benefit

ontology mapping users and researchers by making the tools easier to use.

As a way to compensate you for any inconvenience related to your participation, pizza

will be provided during the post-experiment interview. It is important for you to know that

it is unethical to provide undue compensation or inducements to research participants and,

if you agree to be a participant in this study, this form of compensation to you must not

be coercive. If you would not otherwise choose to participate if the compensation was not

offered, then you should decline.

Your participation in this research must be completely voluntary. If you do decide to

participate, you may withdraw at any time without any consequences or any explanation.

If you do withdraw from the study your data will be destroyed and will not be used in any

research related to this study. Furthermore, if you withdraw, pizza will still be available for

you.

The researcher may have a relationship to potential participants as the researcher is a

student in the same university as potential participants. To help prevent this relationship

from influencing your decision to participate, the following steps to prevent coercion have
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been taken: general e-mail lists have been used for recruitment, general advertising within

the CSC building, and finally, general recruitment from large CSC classes. No direct con-

tact with potential participants will be conducted during recruitment.

In terms of protecting your anonymity, your name will never be associated with any

research material generated from this study. All quotes will be anonymous. Given that

participation will require working in groups of two, there are limitations to your confiden-

tiality.

Your confidentiality and the confidentiality of the data will be protected by storying all

hard-copy documents containing participant data in a locked filing cabinet, which only the

principal investigator will have access to. Computerized information, such as the video and

audio recordings, will be password protected and will be stored on a computer’s hard drive

in a locked office. At the end of the study, data will be burned to a CD or DVD and the

originals will be deleted. These discs will also be stored in a locked filing cabinet.

It is anticipated that the results of this study will be shared with others in the following

ways: computer science and software engineering journals, presented at scholarly meet-

ings, and may form part of theses and dissertions.

Data from this study will be disposed of after a period of no longer than 3 years from the

close of the study. All electronic data will be deleted. Any paper copies will be shredded,

and any CDs or DVDs will be physically destroyed before being disposed of.

In addition to being able to contact the researcher or researchers supervisor at the above

phone numbers, you may verify the ethical approval of this study, or raise any concerns

you might have, by contacting the Associate Vice-President, Research at the University of

Victoria (250-472-4545).

Your signature below indicates that you understand the above conditions of participa-

tion in this study and that you have had the opportunity to have your questions answered

by the researchers.

Name of Participant:
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Signature:

Date:

A copy of this consent will be left with you, and a copy will be taken by the researcher.
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Appendix C

Observational study: pre-study

questionnaire

1. What degree are you most likely to pursue (e.g. Computer Science)?

2. What year are you in (1, 2, 3, or 4)?

3. Approximately how many years have you been using computers?

4. How many hours a week do you use a computer?

5. What is your primary activity during your computer use (e.g. Web surfing, chatting,

programming, etc.)?

6. Do you know what an ontology is (Yes or No)?

7. If yes, have you worked with ontology tools before (Yes or No)?

8. Have you ever performed a data alignment by hand or with a tool, for example be-

tween two databases, ontologies, XML schemas, etc.? If yes, please explain.
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Appendix D

Survey study: mailing lists used

• dbworld - http://www.cs.wisc.edu/dbworld

• kaw@science.uva.nl

• semantic-web@w3.org

• kweb-all@lists.deri.org

• semanticweb@yahoogroups.com

• isworld@lyris.isworld.org

• seweb-list@lists.deri.org

• OM 2006 attendee mailing list

http://www.cs.wisc.edu/dbworld
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Appendix E

Survey study: recruitment letter

You are being invited to participate in a study entitled “CogZ : Cognitive Support and

Visualization for Human-Guided Mapping Systems”. We are interested recruiting partic-

ipants with experience performing ontology mappings. The study is being conducted by

Sean Falconer, a PhD student in the department of Computer Science at the University of

Victoria. You may contact Sean if you have questions. Phone (250) 474-5778 or e-mail

seanf@uvic.ca

We are very interested in having you participate. Your participation is completely volun-

tary and you will not be identified by name in any work related to this study. Participation

involves following the link provided below and filling out a short web-based survey related

to your ontology mapping experience, tools that you use, types of ontologies that you use,

and difficulties you have experienced.

Please contact Sean Falconer if you have further questions. If you would like to partic-

ipate follow this link:

http:///link to study

Thank you,
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Sean Falconer

PhD Student, Department of Computer Science

University of Victoria

The CHISEL Group
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Appendix F

Survey study: obtaining information

consent

Thank you for your interest in sharing your ontology mapping experience. Prior to com-

pleting this survey, the researchers involved and the Human Research Ethics Committee at

the University of Victoria require that you be advised of the following:

• Your participation in this research is voluntary and anonymous.

• If you do decide to participate, you may withdraw at any time without any con-

sequences or any explanation. If you decide to withdraw before submitting your

responses, simply close the browser. Your responses will not be collected.

• Once you have submitted your questionnaire, it will be difficult to determine which

one is yours. However, if you have left some uniquely identifying mark on it (for ex-

ample, mistakenly putting your name on it), then contact Sean Falconer (seanf@uvic.ca).

All efforts will be made to have your questionnaire deleted from the survey.

• There are no known or anticipated risks to you by participating in this study.

• The questionnaire process is completely anonymous. At no time will anyone be able

to identify you with your responses. Your responses will only be used for the purpose

of this study.

• Your responses are protected under the Freedom of Information and Protection of



Appendix F 180

Privacy Act. Study data will be kept for three years in secure machines. At the end

of this time, the computer data files will be deleted.

• Results from this questionnaire will be published in computer science and software

engineering journals, presented at scholarly meetings, and will form part of several

thesis and dissertations. Results will only ever be presented in aggregate form.

• If you need help filling out the survey, send an e-mail to Sean Falconer seanf@uvic.ca

or telephone 250-472-5778.

• Please contact Dr. Margret-Anne Storey or Mr. Sean Falconer if you have further

questions. Phone: 250-472-5713 or email Dr. Storey: mstorey@cs.uvic.ca, Mr.

Falconer: 250-472-5778 or seanf@uvic.ca. For more information on our research

group, look at http://www.thechiselgroup.org

• In addition to being able to contact the study researchers, you may verify the ethi-

cal approval of this study, or raise any concerns you might have, by contacting the

Associate Vice-President, Research at the University of Victoria (250-472-4362).

You must read and accept the above conditions before completing the survey.

I have read the above conditions and accept them. YES NO
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Appendix G

Interview study: recruitment letter

To whom it may concern,

My name is Sean Falconer and I am a PhD candidate from the Chisel Lab at the University

of Victoria. I am currently leading a user study aimed at understanding the complexity of

ontology mapping, the problems users experience, and how tools can be better designed to

support users during the mapping procedure.

I am recruiting subjects working on mapping projects to participate in a research study.

Participants of this study will be asked to take part in an interview session where I will ask

them questions regarding their experience working on mapping projects and performing

mapping related tasks.

Members of your research group/department would be ideal candidates. It is estimated

that the interview will take no more than one hour.

If you are interested, please forward this letter onto your team members and have them

contact me directly to arrange an interview time. We have been ethically approved by our

local ethics board.

Thank you,
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Sean Falconer

250-472-5778

seanf@uvic.ca
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Appendix H

Interview study: obtaining informed

consent

You are being invited to participate in a study entitled CogZ: Cognitive Support and Visu-

alization for Human-Guided Mapping Systems that is being conducted by Sean Falconer.

Sean Falconer is a PhD Candidate in the department of Computer Science at the Uni-

versity of Victoria and you may contact him if you have further questions by telephone

250-472-5778 or email at seanf@uvic.ca.

As a graduate student, I am required to conduct research as part of the requirements

for a degree in Doctorate of Philosophy. It is being conducted under the supervision of Dr.

Margaret-Anne Storey. You may contact my supervisor at 250-472-5713 or by e-mail at

mstorey@uvic.ca.

The purpose of this research project is to understand how users think and carry out

mappings as well as interact with mapping tools. Your responses will only be used for the

purpose of this study.

Research of this type is important because mapping tools are widely used in both

academia and industry. They require human interaction, however, little research has been

conducted on helping the user interact and understand these systems. Understanding how

to reduce the complexity of these tools is very important to reducing the cognitive load that

users experience while working with these tools.

You are being asked to participate in this study because you have a significant amount of
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ontology mapping experience. If you agree to voluntarily participate in this research, your

participation will take approximately 1 hour to complete. Participation involves allowing

yourself to be interviewed about your mapping experience. The audio recordings will only

be used for analysis of these sessions and no one besides the investigators on this project

will hear these recordings.

Participation in this study may cause some inconvenience to you since you must give

up 1 hour of your time to participate. There are no known or anticipated risks to you by

participating in this research.

The potential benefits of your participation in this research include benefiting society

and the state of knowledge. This is one of the first research studies aimed at understanding

the user process involved in ontology mapping. We feel that the requirements that will be

developed as a result of this experiment will ultimately benefit ontology mapping users and

researchers by making the tools easier to use.

Your participation in this research must be completely voluntary. If you do decide to

participate, you may withdraw at any time without any consequences or any explanation.

If you do withdraw from the study your data will be destroyed and will not be used in

any research related to this study. The researcher may have a relationship to potential

participants as the researcher is working the area of ontology mapping and may have had

contact with potential participants. To help prevent this relationship from influencing your

decision to participate, the following steps to prevent coercion have been taken: general

e-mail lists have been used for recruitment. No direct contact with potential participants

will be conducted during recruitment.

In terms of protecting your anonymity, your name will never be associated with any

research material generated from this study. All quotes will be anonymous. Given that

participation will require you to participate in a focus group with other members of your

mapping project team, there are limitations to your confidentiality. Your confidentiality

and the confidentiality of the data will be protected by storing all hard-copy documents

containing participant data in a locked filing cabinet, which only the principal investigator
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will have access to. Computerized information, such as the audio recordings, will be pass-

word protected and will be stored on a computer’s hard drive in a locked office. At the end

of the study, data will be burned to a CD or DVD and the originals will be deleted. These

discs will also be stored in a locked filing cabinet.

It is anticipated that the results of this study will be shared with others in the following

ways: computer science and software engineering journals, presented at scholarly meet-

ings, and may form part of theses and dissertations.

Data from this study will be disposed of after a period of no longer than 3 years from the

close of the study. All electronic data will be deleted. Any paper copies will be shredded,

and any CDs or DVDs will be physically destroyed before being disposed of.

In addition to being able to contact the researcher or researchers supervisor at the above

phone numbers, you may verify the ethical approval of this study, or raise any concerns

you might have, by contacting the Associate Vice-President, Research at the University of

Victoria (250-472-4545).

Your signature below indicates that you understand the above conditions of participa-

tion in this study and that you have had the opportunity to have your questions answered

by the researchers.

Name of Participant:

Signature:

Date:

A copy of this consent will be left with you, and a copy will be taken by the researcher.
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Appendix I

Interview study: example of interview

codes

• Background/scale of project

– U = use case

– Sc = scale

– OW = other similar work to use case

• Process

– Sim = simplifying

– Def = problem definition

– MM = mapping methodology

– MP = mapping presentation

– MR = mapping review

– MT = mapping tracking (saving mappings, flagging mapping cases)

– D = difficulties

• Team

– TC = team construction

– TM = team methodology
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– TR = team results review

• Tools

– TA = tools available

– TU = tools used/not used

– TL = tool limitations

– TFR = tool future requirements
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Appendix J

Evaluation study: recruitment letter

***FREE iTunes Gift Card/Movie Tickets/$20 Cash***
Participate in cutting-edge research at UVic!

Looking for experienced computer users to take part in user study.

Participate in a 1.5 - 2 hour study where you will carry out tasks with two software tools.

No prior experience with the tools required.

You will receive either a $20 iTunes card, two free movie tickets, or $20 cash to thank

you for your time.

To participate you need to:

1. Be experienced with computers and different software systems.

2. Be fluent in English.

3. Contact Sean Falconer.

Location: The study will take place in the new Computer Science usability lab. Contact:

Sean Falconer at seanf@uvic.ca or (250) 472-5778.
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Appendix K

Evaluation study: obtaining informed

consent

You are being invited to participate in a study entitled CogZ: Cognitive Support and Visu-

alization for Human-Guided Mapping Systems that is being conducted by Sean Falconer.

Sean Falconer is a PhD Candidate in the department of Computer Science at the Uni-

versity of Victoria and you may contact him if you have further questions by telephone

250-472-5778 or email at seanf@uvic.ca.

As a graduate student, I am required to conduct research as part of the requirements

for a degree in Doctorate of Philosophy. It is being conducted under the supervision of Dr.

Margaret-Anne Storey and in collaboration with Dr. Takashi Yamauchi at Texas A&M Uni-

versity. You may contact my supervisor at 250-472-5713 or by e-mail at mstorey@uvic.ca.

The purpose of this research project is to help evaluate an ontology mapping tool I have

been developing as part of my research. Your responses will only be used for the purpose

of this study.

Research of this type is important because mapping tools are widely used in both

academia and industry. They require human interaction, however, little research has been

conducted on helping the user interact and understand these systems. Understanding how

to reduce the complexity of these tools is very important to reducing the cognitive load that

users experience while working with these tools.

If you agree to voluntarily participate in this research, your participation will take ap-
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proximately 1-2 hours to complete. Participation involves filling out a short pre-study

questionnaire, a short training session, carrying out some predefined tasks with the tools,

and finally filling out a short usability survey. These sessions will be recorded by video and

audio. The audio and video recordings will only be used for analysis of these sessions and

no one besides the investigators on this project will view these recordings.

Participation in this study may cause some inconvenience to you since you must give

up 1-2 hours of your time to participate. There are no known or anticipated risks to you by

participating in this research.

The potential benefits of your participation in this research include benefiting society

and the state of knowledge. This is will be the first study conducted to evaluate the usabil-

ity of the two tools. We feel that this evaluation will help further improve the tools and

contribute to the overall requirements needed for making the tools easier to use.

As a way to compensate you for any inconvenience related to your participation, you

will receive either a $20 iTunes gift card or two free movie tickets. It is important for you

to know that it is unethical to provide undue compensation or inducements to research par-

ticipants and, if you agree to be a participant in this study, this form of compensation to you

must not be coercive. If you would not otherwise choose to participate if the compensation

was not offered, then you should decline. Your participation in this research must be com-

pletely voluntary. If you do decide to participate, you may withdraw at any time without

any consequences or any explanation. If you do withdraw from the study your data will be

destroyed and will not be used in any research related to this study.

The researcher may have a relationship to potential participants as the researcher is a

student at the University of Victoria and may have had contact with potential participants.

To help prevent this relationship from influencing your decision to participate, the follow-

ing steps to prevent coercion have been taken: general e-mail lists have been used for

recruitment, general advertising within the CSC building, and finally, general recruitment

from large CSC classes. No direct contact with potential participants will be conducted

during recruitment.
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In terms of protecting your anonymity, your name will never be associated with any

research material generated from this study. All quotes will be anonymous. Your con-

fidentiality and the confidentiality of the data will be protected by storing all hard-copy

documents containing participant data in a locked filing cabinet, which only the principal

investigator will have access to. Computerized information, such as the video and audio

recordings, will be password protected and will be stored on a computer’s hard drive in a

locked office. At the end of the study, data will be burned to a CD or DVD and the originals

will be deleted. These discs will also be stored in a locked filing cabinet.

It is anticipated that the results of this study will be shared with others in the following

ways: computer science and software engineering journals, presented at scholarly meet-

ings, and may form part of theses and dissertations.

Data from this study will be disposed of after a period of no longer than 3 years from the

close of the study. All electronic data will be deleted. Any paper copies will be shredded,

and any CDs or DVDs will be physically destroyed before being disposed of.

In addition to being able to contact the researcher or researchers supervisor at the above

phone numbers, you may verify the ethical approval of this study, or raise any concerns

you might have, by contacting the Associate Vice-President, Research at the University of

Victoria (250-472-4545).

Your signature below indicates that you understand the above conditions of participa-

tion in this study and that you have had the opportunity to have your questions answered

by the researchers.

Name of Participant:

Signature:

Date:

A copy of this consent will be left with you, and a copy will be taken by the researcher.
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Appendix L

Evaluation study: CogZ experimenter

handbook

1. Sign consent

• Have the participant read and sign the consent form.

2. Explain study

• Explain the purpose of the study.

• Explain what an ontology is.

• Explain what mapping means.

3. Training with tool CogZ

• Open Prompt with the CMU and UMD ontologies.

• Explain the ontologies.

• Explain CogZ’s interface.

– Source tree

– Target tree

– Mappings represented visually

– Neighborhood view

– Suggestion list
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– Show how to get concept details

– Show search

– Show filters

• Have the participant accept the suggested mapping from Thesis to Thesis.

• Have the participant remove the suggested mapping between Publication and

Location.

• Have the user create a user-defined mapping between Sex and Gender.

• Show how to get the list of completed mappings.

• Give participant CogZ help sheet.

4. Study tasks with CogZ

• Explain that we are going to move onto the study tasks.

• Open CogZ with sportEvent and sportSoccer ontologies.

• Explain to the user what these ontologies represent.

• Give the participant the list of tasks and tell them they have 30 minutes to do as

much as they can.

• Encourage them to think aloud.

• Again explain that they can ask questions but that they should attempt to use

the help sheet.

5. SUS questionnaire for CogZ

• Give questionnaire to participant.

6. 10 minute break

7. Training with Prompt

• Explain Prompt’s interface.

– Source tree
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– Target tree

– Mappings represented visually

– Neighborhood view

– Suggestion list

– Show how to get concept details

– Show search

– Show filters

• Have the participant accept the suggested mapping from Thesis to Thesis.

• Have the participant remove the suggested mapping between Publication and

Location.

• Have the user create a user-defined mapping between Sex and Gender.

• Show how to get the list of completed mappings.

• Give participant Prompt help sheet.

8. Study tasks with Prompt

• Explain that we are going to move onto the study tasks.

• Open Prompt with sportEvent and sportSoccer ontologies.

• Explain to the user what these ontologies represent.

• Give the participant the list of tasks and tell them they have 30 minutes to do as

much as they can.

• Encourage them to think aloud.

• Again explain that they can ask questions but that they should attempt to use

the help sheet.

9. SUS questionnaire for Prompt

• Give questionnaire to participant.

10. Conduct interview
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Appendix M

Evaluation study: Prompt experimenter

handbook

1. Sign consent

• Have the participant read and sign the consent form.

2. Explain study

• Explain the purpose of the study.

• Explain what an ontology is.

• Explain what mapping means.

3. Training with Prompt

• Open Prompt with the CMU and UMD ontologies.

• Explain the ontologies.

• Explain Prompt’s interface.

– Source tree

– Target tree

– Mappings represented visually

– Neighborhood view

– Suggestion list



Appendix M 196

– Show how to get concept details

– Show search

– Show filters

• Have the participant accept the suggested mapping from Thesis to Thesis.

• Have the participant remove the suggested mapping between Publication and

Location.

• Have the user create a user-defined mapping between Sex and Gender.

• Show how to get the list of completed mappings.

• Give participant Prompt help sheet.

4. Study tasks with Prompt

• Explain that we are going to move onto the study tasks.

• Open Prompt with sportEvent and sportSoccer ontologies.

• Explain to the user what these ontologies represent.

• Give the participant the list of tasks and tell them they have 30 minutes to do as

much as they can.

• Encourage them to think aloud.

• Again explain that they can ask questions but that they should attempt to use

the help sheet.

5. SUS questionnaire for Prompt

• Give questionnaire to participant.

6. 10 minute break

7. Training with tool CogZ

• Explain CogZ’s interface.

– Source tree
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– Target tree

– Mappings represented visually

– Neighborhood view

– Suggestion list

– Show how to get concept details

– Show search

– Show filters

• Have the participant accept the suggested mapping from Thesis to Thesis.

• Have the participant remove the suggested mapping between Publication and

Location.

• Have the user create a user-defined mapping between Sex and Gender.

• Show how to get the list of completed mappings.

• Give participant CogZ help sheet.

8. Study tasks with CogZ

• Explain that we are going to move onto the study tasks.

• Open CogZ with sportEvent and sportSoccer ontologies.

• Explain to the user what these ontologies represent.

• Give the participant the list of tasks and tell them they have 30 minutes to do as

much as they can.

• Encourage them to think aloud.

• Again explain that they can ask questions but that they should attempt to use

the help sheet.

9. SUS questionnaire for CogZ

• Give questionnaire to participant.

10. Conduct interview
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Appendix N

Evaluation study: System Usability

Scale (SUS) questionnaire

1. I think that I would like to use this system frequently 1 2 3 4 5

2. I found the system unnecessarily complex 1 2 3 4 5

3. I thought the system was easy to use 1 2 3 4 5

4. I think that I would need the support of a technical person

to be able to use this system

1 2 3 4 5

5. I found the various functions in this system were well

integrated

1 2 3 4 5

6. I thought there was too much inconsistency in the system 1 2 3 4 5

7. I would imagine that most people would learn to use this

system very quickly

1 2 3 4 5

8. I found the system very cumbersome to use 1 2 3 4 5

9. I felt very confident using the system 1 2 3 4 5

10. I needed to learn a lot of things before I could get going

with this system

1 2 3 4 5
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Appendix O

Evaluation study: example of interview

codes

C = confusion D = duplication

CL = clusers VM = view mappings

N = navigation DD = drag and drop

F = filtering CS = context switch

VR = view relationships A = annoyance

LC = learning curve CF = confidence

P = productivity E = easier

CT = context IS = ignored suggestions

MH = multiple hierarchies P = problem

S = search U = usability issue
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